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ABSTRACT: Data visualization is a very important aspect of data analysis and of presentation. Focusing on
the latter, this paper discusses various elements of constructing graphs for publications. Bad and good graphs
are compared, and a checklist with graphical elements to be used while creating graphs is proposed.
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Princípios básicos na confecção de gráficos

RESUMO: A visualização de dados é um aspecto importante da análise de dados e de sua apresentação. Nesse
ponto de vista enfocam-se vários elementos da construção de gráficos para publicações. Gráficos ruins e bons
são comparados, e uma lista de checagem de elementos de composição gráfica é proposta para ser utilizada
durante a confecção de gráficos.
Palavras-chave: visualização, gráficos, estatística

Introduction

Agricultural scientists produce abundant results.
Some of them are important, others may be less impor-
tant, still others may be negligible. The way one pre-
sents the results, then, counts for several reasons. First,
one needs to emphasize those important ones. Second,
for most data, interpretation is easiest with graphs, and
it is far easier based on a good than a bad graph. Just as
statistical analysis can provide false conclusions (Huff,
1954; Kozak, 2009a), poor graphs can misinform, some-
times leading to serious misinterpretations.

Huff (1954) was probably the first to discuss that
graphing statistical data can be a tool of misinformation.
Later some of his notions found counter-arguments, yet
the main ideas still hold: graphing must be correct and
convey true information and interpretation. Scientific
graphs are not to be “beautiful”; they are to be informa-
tive. Of course, ugly graphs will not convey any inter-
esting message, so elegance should not be disregarded
(Tufte 1991; 1997; 2001 and 2006).

Tufte (1991; 1997; 2001 and 2006), Cleveland (1993; 1994),
Jacoby (1997; 1998) and Wilkinson (2005), among others,
discuss graphing data in great detail. Harris (1999) is a use-
ful reference for information graphics. Yet scientific litera-
ture in the 21st century is full of poor graphs, some of which
are incomprehensible while others can even unintention-
ally falsify information. Data visualization is a developing
research area, and what was considered a good graph 30
years ago does not have to be good these days. In this pa-
per basic information is offered about graphing data with
the help of which authors should be able to construct suf-
ficiently good scientific graphs. Focus will mainly be
placed on graphical rather than statistical aspects, so re-
member that when constructing a graph, you must take all

care to ensure it delivers the message you intend it to, from
both scientific and statistical points of view. Note also that
visualization data with the purpose of data analysis and in-
terpretation at the computer screen does not follow exactly
the same rules as those described in this paper deals
mainly with graphing for others, that is, for publications.

You will see good and bad graphs, what can go
wrong when visualizing data, and why it is wrong. At
the same time you will see how the problem can be
overcome, and what to do to ensure the graph will be
fine. In the next section, “General principles of graph-
ing data”, a general vision of graphing scientific data
is presented. Next, in the section “Specific principles
of graphing data” some detailed rules to be followed
are presented to ensure if a graph is efficient. Do not
forget, however, that these are really basic principles,
as the title of the paper says; if one wants to learn more
about this topic, one should refer to sources cited in
this paper. The last section offers a short conclusion,
while the Appendix lists data sets used in this paper
and the information on the software employed to ana-
lyze and graph these data. Note that in figure captions
more information than is normally needed is given, for
example the type of graph. Each figure caption informs
whether the figure (or its panels) represents a good or
rather poor style.

General principles of graphing data

The general and most important principle of graph-
ing data is to construct a graph so that it conveys the
message in the most efficient way, and the message one
wants it to convey. Thus, all elements of the graph
should be helpful but not distracting, and important as-
pects should be emphasized but not hidden. This is the
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Table 1 – Elements to check while constructing a graph. Refer to the text for details.
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most general rule, and all the following rules account
for this general one. Remember that all details count:
viewers of a graph will follow your ideas if you help
them. So if you don’t feel an expert in visualization,
think twice - or rather thrice - before deciding not to fol-
low any of the rules.

Before making a graph, think over what message it
is to convey and whether it is needed whatsoever. In gen-
eral, graphing three numbers is not advisable; no matter
how amazing this can seem, one can find quite a few
such graphs, especially piecharts and barplots. In fact,
two numbers are sometimes graphed. Two numbers will
be most efficiently presented within a sentence, while
few numbers within a text-table (which is a simple table
inserted within the text - Tufte, 2001; Kozak, 2009b) or a
regular table. Tufte (2001) argues that even a dozen or
so numbers are better represented by a table than a
graph, but this is arguable - in general for 10 and even
fewer numbers to be compared a graph can be preferred,
although it depends on various things, including what
the numbers represent.

Make graphs as simple and as complex as it is needed
to deliver the message. But neither be afraid of a com-
plex graph nor make it more complex than it should be.
Remember that the human eye can work efficiently with
very composite images, detecting large amount of infor-
mation in small spaces (Tufte, 2001). However, always
be careful to make the graph readable and understand-
able: avoid clutter (see, e.g., Reynolds et al., 2009; Silva,
2009c).

An efficient way to proceed while constructing a
graph is to:

1) figure out the contexts and the message

2) figure out the way of presenting it, so the type, lay-
out and style of graph to be used

3) construct the graph

4) check Tables 1 and 2 and revise the graph accordingly
5) check whether the revised version conveys the mes-
sage you want it to convey

6) check Tables 1 and 2 and revise the graph accordingly

7) and so on…

Table 1, mentioned before, offers basic elements to
check while constructing a graph - they will be discussed
in the following section. They do not refer to every type
of graph, but it will be best to check everything that is
listed there, and decide what does and what does not
apply to your graph. Table 2 cites Cleveland’s (1994)
very useful principles of graphing data.

Note how similar the process of graph construction
is to the process of writing: figure out the message and
style, construct, revise, revise, revise, revise… Revising
cannot be ignored, and exactly like in writing, it can be
a source of inspiration, leading to results and conclu-
sions one could not even imagine before. The above “al-
gorithm” of graph construction together with Tables 1
and 2 will be especially useful for non-experienced graph
constructors, because those experienced ones follow it
intuitively.

Specific principles of graphing data

Data points are very important elements of many
graphs, especially scatterplot and line plot with lines
superimposed on data points. Symbols representing
them together with their size and color should be care-
fully chosen so that the points could be easily seen,
and the patterns present in the data (or their lack)
could be easily noticed. Figure 1, picturing logarithm
of the volume of cherry trees against the logarithm of



Basic principles of graphing data 485

Sci. Agric. (Piracicaba, Braz.), v.67, n.4, p.483-494, July/August 2010

Table 2 – Clear vision principles given by Cleveland (1994).
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Figure 1 – A scatterplot with a regression line superimposed,
representing trees’ volume against girth, both after
a logarithmic transformation (data set trees). The
graph is full of drawbacks: filled squares as plotting
symbols are difficult to distinguish; the box consists
of two scale lines only; the data rectangle is too large
so the points are clustered within a small area; the
tick mark labels on the y-axis are vertical instead of
horizontal even though they are just one-digit
numbers; the tick marks point inward. Note that
the regression line extrapolates the values outside
the ranges observed in the experiment, which can
be dangerous.

Figure 2 – A scatterplot with a regression line superimposed,
based on the same data as in Figure 1, but all the
drawbacks mentioned there are overcome. It is
considered a GOOD GRAPH.

girth (data trees), is poor. The choice of filled squares
as symbols is bad because it is difficult to distinguish
the points. (By the way, a filled rhombus, which is
the default symbol for a scatterplot in Microsoft Ex-
cel, is an equally poor choice.) Compare it with Fig-
ure 2, whose readability is greatly enhanced thanks
to open circles used as symbols—in fact, open circles
should be considered the best symbol in case of some
overlap in scatterplots for non-grouped data. (Note
that for dotplots, in which no overlap occurs, closed
circles are usually used as plotting symbols—Figures

3 and 4). Sometimes, however, overlap can be a seri-
ous problem—see Figure 5.

When data are grouped, the choice of plotting sym-
bols matters too: , , ,  should work well for little
overlap, and , +, <, s, w for serious overlap (Cleve-
land, 1994); but this will strongly depend on what is of-
fered by software one uses. Varying color for groups can
be even more efficient, not to mention combining plot-
ting symbol and color. Sometimes decreasing the size
of symbols will suffice, but a special technique to deal
with overlapping points is jittering (Cleveland, 1994),
which was applied in the right panel of Figure 5. This
technique consists of adding a small amount of random
noise to the data, thanks to which the overlapping points
are usually easier to distinguish. There are also other
techniques to deal with serious overlap when there are
many points to draw, examples being sunflower plot
(Cleveland and McGill, 1984), graphing binned data
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Figure 4 – A horizontal dotplot representing the same data as
in Figure 3. The drawback of Figure 3 is overcome
here: vertical dotplot enables one to use sufficiently
long labels so that no legend is needed. Note that
this Figure is smaller than the previous one, yet it is
better readable. It is considered a GOOD GRAPH.

Figure 3 – A vertical dotplot representing mean area under the
disease progress curve (AUDPC) of 16 clones in one
environment (Hastings, FL; data set haynes). The
clones are ordered by decreasing yield. A drawback
of this graph is the legend: because the clones are
presented in the x-axis, their names are too long to
be presented without rotation or abbreviation. The
abbreviated names are used here, which calls for the
legend to explain the abbreviations.

(Carr et al., 1987), a combination of these two (Dupont
and Plummer, 2003), or graphing regions of bivariate
kernel density (Hydman, 1996). Yet another idea is to
use the trellis display (Cleveland, 1993) for grouped
data, in which case the groups will be plotted in differ-
ent panels, alleviating the overlap of points from dif-
ferent groups; this type of display will be discussed
later.

Similar issues ought to be raised for lines: they
should be easily distinguished, for which varying line
type (e.g., solid, dashed, dotted), width and color can
be used. Lines can be plotted together with data points,
in which case their efficient combinations should be

chosen. In Figure 6 three options are presented for this:
in the top panel, each of the five lines representing the
growth of a chicken is plotted with the same style of
line and plotting symbol. Note that up to about 10 days
the lines are difficult to be distinguished, and it is prac-
tically impossible to notice here what can be seen in
the middle and bottom panels: that the lightest chicken
at the end of the experiment was one of the heaviest
during the first days. Color in the bottom panel seems
to work better than varying line type and plotting sym-
bol in the middle panel, but both succeed to convey
the most important information. Note that not all the
information can be extracted from these plots. In this

Figure 5 – Scatterplots representing replicated data of number of insects caught after applying various insecticides (data set InsectsSprays).
A drawback of the left panel is the overlap of points. This is overcome in the right panel, where jittering is employed
(Observe the GOOD GRAPH IN RIGHT PANEL).
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particular situation it does not seem a problem, but a
simple solution might be to plot a logarithm of body
weight on the y-axis - see Figure 7, where the lines are
slightly easier to be distinguished for the first days of

the experiment (although in many situations the gain
in readability will be much larger).

Color can be powerful, but do not overuse it. Save
color differentiation for situations when it helps, and
don’t use it when it adds nothing to the graph. For ex-
ample, would it make sense to use different colors for
the bars in Figure 8, picturing mean count of insects
caught after applying six insecticides? Of course not—
not helping to differentiate the insecticides, it would be
redundant and distracting. But sometimes color can be
very helpful, supporting a viewer by clear group differ-
entiation (e.g., Figures 7, 10 and 15, and Lammel et al.,
2007; Jaradat, 2007; 2009). Remember that color will help

Figure 6 – Line plots representing changes in body weight of
five chickens through time (data set ChickWeight).
The problem in the top panel is that all five lines are
plotted with the same line style and plotting symbol.
This is overcome in THE MIDDLE AND BOTTOM PANELS

(GOOD GRAPHS). In all graphs, the aspect ratio has
been chosen according to the baking to the 45º
rule.

Figure 7 – A line plot representing the same data as in the
bottom panel of Figure 6, but body weight is presented
in natural logarithms. This helps one to compare the
lines in the early days of growth. The aspect ratio has
been chosen according to the baking to the 45º rule—
note that the aspect ratio is different than in the plots
in Figure 6, because of differentscales for variables in
these two plots. It is a GOOD  GRAPH.

Figure 8 – A barplot representing mean count of insects caught
after applications of six insecticides (data set
InsectSprays). Error bars represent standard error
(SE) of the mean estimated with generalized least
squares (Pinheiro and Bates, 2000). Drawbacks
The insecticides are ordered alphabetically even
though their names have no meaning; tick mark
labels at the vertical axis can be presented vertically.
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only if other graphical elements are well arranged. For
example, Vázquez et al. (2009) had eight groups to dis-
tinguish in a scatterplot, and they did that by varying
plotting symbols and their color. Unfortunately, the
large size of symbols made it practically impossible to
compare the groups.

Box (frame) around a graph plays an important role:
it consists of axes (scales) that work as rulers along
which data are graphed (Cleveland, 1994). Box and axes
help see the data and locate coordinates of data points.
Whether the box should consist of two axes, which is
a tradition, or four axes, which is more efficient (Cleve-
land, 1994), is a matter of discussion. A four-axis box
is better, unless one is forced to do otherwise (for ex-
ample, by a journal editor, which sometimes happens).
Compare Figures 1 and 2 and note how well the full
box in the latter defines the plotting region compared
to the two-axis box in the former. A very important as-
pect of the box is that the data rectangle (so the region
used for plotting) should be slightly smaller than the
box itself (Cleveland, 1994) - otherwise the plotting sym-
bols will interfere with the axes (see Figure 9 and Virdis
et al., 2009), although Tufte’s (1997, p. 45) graph is a
very elegant with exception to this rule. Remember also
that the data rectangle should be effectively used—for
a variable ranging from 50 to 105 it would seldom be
wise to start the axis at 10 and end at 170 (see also Fig-
ure 1). Of course, there are exceptions to this rule, when
there are reasons to start and/or end the axes at par-
ticular values. In addition, the appearance of tick marks
matters: most software has some algorithm of choos-
ing their number and location, but remember not to
use too many of them. They also should neither be too
long nor too short, and they should point outwards.
Refer to Table 1 for further details.

Aspect ratio of a data rectangle is its height divided
by width (Cleveland, 1994). It is the aspect ratio that de-
cides about the shape of the graph, so it should be cho-
sen with care. Try not to choose the aspect ratio so that
the graph fills the space available in the publication, but
choose it so that a graph conveys a message. Tufte (2001)
suggested following the nature of data if there is any hint
about the shape of the graph, and otherwise making the
graph wider than tall about 50%. Cleveland (1994) pro-
posed a rule of banking to 45º, which he showed to be
very useful for line plots and scatterplots with a super-
imposed locally weighted regression line; this method
optimizes judging the rate of change. Sometimes bank-
ing to 45º does not work because it makes the graph not
readable, but the point is that the aspect ratio is impor-
tant. In general, unless there are particular reasons for
that, the box should be neither too narrow nor too wide
compared to its height. It also strongly depends on the
type of plot: for example, for scatterplots square boxes
might be good - too many scatterplots in the scientific
literature are far too wide. Sometimes a so-called iso-
metric aspect ratio can be employed, in which the rela-
tion between physical distance on the device and dis-
tance in the data scale are forced to be the same for both
axes (Sarkar, 2008) - see Figure 10 (which will be dis-
cussed in detail in the next section), in which petal
length and width are in cm, so the isometric scale helps
compare these two traits.

Order of elements matters. This is very important
for tables (Ehrenberg, 1977), but equally important for
groups compared by means of barplots, dotplots,
boxplots and the like. It is generally acknowledged that

Figure 9 – A scatterplot with a regression line superimposed,
based on the same data as in Figure 2, but the
drawback of this graph is that the data rectangle is
the same as the box, so four points are graphed at
the axes.

Figure 10 – A scatterplot representing petal length versus petal
width of three iris species (data set iris). The shape
of the graph results from the isometric scales. Look
that it is a GOOD GRAPH.
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Figure 11 – Boxplots representing number of insects caught after applications of six insecticides (data set InsectSprays). In left panel,
alphabetical ordering is employed, while in right ordering by count. Observe the GOOD GRAPH IN RIGHT PANEL.

comparing several numbers ordered alphabetically by
labels, like here:

A 101.2
B 112.1
C 110.2
D 102.1

is more difficult than comparing these same numbers
ordered by size, like here:

B 112.1
C 110.2
D 102.1
A 101.2

Compare the two boxplots presented in Figure 11.
Clearly the ordering by median insect count makes the
comparison of insecticides easier than the alphabetical
ordering. Of course, you must decide if alphabetical or-
dering by labels does not matter indeed. Note also that
for several graphs you may want to apply the same or-
dering to facilitate the general interpretation of the groups.

Text in graphs appears in various places: axis and tick
mark labels, legend (sometimes), title (sometimes, usu-
ally for multi-panel graphs, like in Figure 11), and data
point labels (see the comment below and Tables 1 and
2). It also appears in figure captions, but we will discuss
them later. Use a font that will be readable for every-
one; in most situations sans-serif fonts (e.g., Arial) work
best for graphs. Horizontal labels are easier to read than
vertical or rotated ones (cf. Figures 1 and 2)—so hori-
zontal barplots and dotplots (cf. Figures 3 and 4) will
usually be better than vertical ones. If numbers are too
long to present them horizontally on the y-axis, consider
dividing them by some reasonable factor. This does not
mean that one should never present vertical tick mark
labels at the y-axis, but that in most situations this will
not be the best solution. Try to avoid putting text within
the data rectangle when it can distract a reader’s atten-

tion (e.g., Mohapatra and Kariali 2008); for example, re-
gression equations are far too often put inside graphs
(Fiorio and Dematte, 2009; Pahlavani et al., 2009; Simoes
et al., 2009). However, Tufte’s (2006, p. 120) graph is an
excellent exception to this rule. Sometimes, labels are
needed inside the data rectangle, examples being biplots
(e.g., Lammel et al., 2007), but one must remember about
Cleveland’s (1994) rule of not allowing such data labels
to interfere with the quantitative data or to clutter the
graph (Table 2).

Do not overuse legends. If all the information neces-
sary can be included in the graph itself, then there is no
need of legend whatsoever. For example, Silva et al.
(2009b) decided not to use a legend in a situation when
most others would. Jonsson and Aoyama (2009) would
have needed a legend had they used a horizontal version
of the barplot instead of the vertical one, while
Ambrosano et al. (2009) chose the vertical barplot and so
had to use the legend. Compare Figures 3 and 4, repre-
senting the same data: mean area under the disease
progress curve of 16 potato clones in one environment.
In the former, the clones are presented at the horizontal
axis (note that this is usually done for barplots). The
clones’ names are too long to be presented in full, so they
are abbreviated and the legend is needed to explain the
abbreviations; even despite that, the font size needed to
be reduced. In Figure 4, a vertical version of the dotplot
is drawn with full names, so no legend is needed. Of
course, it does not mean that legends should never be
used—sometimes they are indeed required, for example
when the grouped data are plotted within one graph (e.g.,
Figure 10). Quite often the legend is included in a figure
caption (which saves space), but placing it near the graph
(like in Figure 10) facilitates reading. Nonetheless, remem-
ber Cleveland’s advice of avoiding putting a legend within
the box (Cleveland, 1994, Table 2; cf. Macedo et al., 2009).
When the legend is presented, it should rather not be sur-
rounded by a box, as it is sometimes done.
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Use figure captions not only to give the short title
of a graph, but also to comment on the graph. It can be
very efficient to draw viewer’s attention to some inter-
esting aspects of the graph, while the same information
in the text has less power (the reader has to move be-
tween the text and figure). In fact, the more self-stand-
ing the caption, the better, but of course the balance
needs to be struck, and repeating everything from the
text does not have to be the best idea. (You also need to
remember that not all journals will accept long captions.)

In general, use white background for graphs in pub-
lications: in most situations it will be the best color if
the publication is printed on white paper. Thus for ex-
ample grey, the default color of the background in MS
Excel 2003 charts, is generally a poor choice.

With barplots one needs to be very careful. All-too-
often do authors choose cross-hatching to help the
viewer distinguish bars (e.g., Ambang et al., 2009;
Czubaszek, 2009; El-Shafey et al., 2009; Ofosu-Anim
and Leitch, 2009; Takahashi et al., 2009; Wiewióra,
2009), the effect of which is rather poor: instead of easy
differentiation of groups the viewer is attacked with
what Tufte (2001) calls “moiré” effects. Moiré effects
are the optical noise that makes the bars difficult to
compare, and the effects the bars represent difficult to
grasp. Tufte (2001) calls such junk elements the
chartjunk. Cross-hatching, then, should be replaced
with shades of grey or color (Tufte, 2001); good ex-
amples are those by Karlidag et al. (2009) and Silva et
al. (2009a).

Bars in barplots should normally start at zero. This
is because in barplots we compare heights of bars, so
they must be meaningful: unless they start at zero, they
usually have no sensible meaning. Note that this does
not apply for dotplots (Figure 4), in which the viewer
compares the position of the points along the appro-
priate axis.

Error bars are very often used with statistical data.
Some rules should be followed when presenting them.
First of all, the information (usually provided in a fig-
ure caption) on what the error bars represent is criti-
cal—without it the reader will not be able to make any
use of the bars. Is it a standard deviation, standard er-
ror, confidence interval, Tukey’s HSD, or still some-
thing else? Figures 8 and 12 show standard errors (SEs)
while Figure 13 confidence intervals (CIs)—note how
lengths of SE and CI error bars differ. The choice is
extremely important, but this topic is beyond the scope
of this paper; refer to Cumming et al. (2004) and
Cumming and Finch (2005) for a discussion on the use
and interpretation of error bars. But one important as-
pect deserves to be mentioned: this is not true that two
overlapping confidence intervals indicate a statistically
significant difference at the corresponding significance
level (see Cumming and Finch, 2005 for the details).

What also matters when including error bars is the
way they are presented. Compare Figures 8 and 12 to
see that error bars are easier to read in dotplots than

in barplots. If there are too many error bars to show
(e.g. Maciá-Vicente et al., 2009, Scarpari and Beauclair,
2009), a good idea might be to present them in grey
(quite likely making the data points in black better vis-
ible), and in the case of overlap, to employ jittering.
For symmetric error bars only a half of them can be
presented, as Giacomini et al. (2009) did for standard
errors of the mean in line plots. They had two lines
that were superimposed on data points: for the upper
line the error bars pointed up, while for the bottom
line pointed down (in addition the lines and error bars
for the two groups differed in color), which avoided
overlap. However, if too many error bars make the
graph be in such a clutter that nothing can be seen in
it (including data points), the data should be presented
in some other way. Note that error bars in Figures 12
and 13 have different endings. Both are good, although

Figure 13 – A dotplot representing the same data as in Figure
12, but instead of standard errors of the means,
95% confidence intervals (CI) are presented. It is a
GOOD GRAPH.

Figure 12 – A dotplot representing the same data as in Figure 8,
but instead of the barplot, the dotplot is used (data
set InsectSprays). The insecticides are ordered by
decreasing mean count of insects. It is considered a
GOOD GRAPH.
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Figure 14 – A trellis display portraying relationships of fruitfly longevity and thorax length in different experimental groups
(representing various sexual activities), with a regression lines superimposed (data set fruitfly). The regression lines were
obtained through generalized least squares with a power variance function to deal with heterogeneity of residuals, and
the final model included a common slope for thorax length intercept and varying intercept across activities. This is a
GOOD GRAPH.

those in Figure 12 are preferred rather than those in Fig-
ure 13 because of easiness of comparison. The latter,
however, have this advantage that they look like a con-
fidence interval closed within parentheses, which is the
way numeric confidence intervals are usually presented.

For multivariate data sets, a so-called trellis display
(Cleveland, 1993, 1994) can be of help. It consists of pan-
els arranged into rows, columns and pages, each panel
containing a plot of the same type for subsets of the data
set defined in a particular way. (Note that in publications
trellis displays are seldom divided into pages.) This dis-
play can be very helpful in data analysis, interpretation
and presentation. The trellis display works well with
grouped data, in which case panels represent values of a
categorical conditioning variable(s), but also with quanti-
tative predictors, in which case a conditioning variable(s)
is cut into intervals, and each panel represents those data
points for which the value of the conditioning variable
fits into the interval. Panels can represent various types
of plots, including scatterplots, dot plots, boxplots, line
plots and others. The trellis display can also be very use-
ful in analyzing data from designed experiments (Cleve-
land and Fuentes, 1997). Most of the comments concern-
ing graphing given before are equally important for this
type of display, but there are many other rules that can
or should be followed—the reader can refer for example
to Cleveland (1993) and Cleveland and Fuentes (1997). Fig-
ure 14, which will be discussed later, is an example of the
trellis display for a scatterplot of two quantitative vari-
ables and a categorical conditioning variable.

Some additional elements can be used to enhance a
graph. These could be for example a reference line (see
Table 2 for Cleveland’s [1994] comment) or, for multi-
panel graphs (especially scatterplots), visual grid. Re-

member that a visual grid seldom has to do with table
look-up of values (this could be the case for example for
barplots); it usually aims to enhance between-panel vi-
sual comparisons (Cleveland, 1994) - Figure 14.

There is no space for over-dimensionality. If you
are constructing a barplot, forget about 3D-barplots (e.g.,
Moussa and Abdel-Aziz, 2008; Abou Khalifa, 2009;
Brunnings et al., 2009; Marcinkowska et al., 2009). Do
note that regular barplots also add an unimportant di-
mension: the bars’ width. Hence Cleveland’s dotplots
(Cleveland, 1994) will usually do better (cf. Figures 8,
12 and 13).

Last but not least, make it a rule: there is no space
for piecharts in agricultural sciences. The piechart has
been criticized by many (Cleveland, 1994; Tufte, 2001;
Sarkar, 2008) - which does not mean it has not been de-
fended (e.g. Spence and Lewandowski, 1990; Friendly,
1994). Nevertheless, for regular agricultural data
piecharts should not be used, and this should be consid-
ered a rule with no exception. In every single case there
will be a chart that works at least equally well as the
piechart, and in the abundance of situations it will work
much better, let it be a barplot, a dotplot and the like.

In summary, pay attention to every single element
of the graph, checking its size, color, position and coop-
eration with other elements. After one has prepared
quite a number of graphs, this will come unconsciously.
But before this time comes, one might wish to follow
the rules given in this paper.

Additional examples

Several examples of good graphs have been provided
(Figures 2, 4, 7, 10, 12, 13, 14, 15; right panels of Figures
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5 and 11; and middle and bottom panels of Figure 6).
Here, three figures are discussed (two of which have al-
ready been referred to) in detail.

Example 1
Figure 10 shows an association between length and

width of petals of three Iris species. The three species
are plotted in the same panel, so three colors are used
to distinguish them; a legend is needed, then. It was
placed next to the graph, not in the figure caption: this
facilitates quick recognition which species is represented
by which color. Note that the species in the legend are
presented in the same order as in the graph: I. virginica is
in the top position, while I. setosa in the bottom one. This
very subtle thing facilitates reading the graph. Jitter helps
notice overlapping points. The box consists of four scale
lines with tick marks pointing outwards, the top and right
axes having tick marks without labels. The untypical
shape of the box (narrow and high) is due to the isomet-
ric scales: petal length and width are presented in the same
and comparable units (cm), and one cm has the same
length at both scales. It works well by facilitating com-
parison of the two traits: we can immediately see that
petal length is much more variable than petal width, in-
formation that would not be so obvious without the iso-
metric scales. So do not be afraid of untypical aspect ra-
tios of graphs if they are helpful indeed.

Example 2
Figure 15 presents a comparison of within-species

distributions of petal length of the three Iris species. It
has all properties of a good graph we have discussed
above: color is used to differentiate the groups (varying
line and point types might work too); the full box is used,
with tick marks on each scale and tick mark labels on

left and bottom ones; legend is added to introduce the
colors corresponding to the species. But note also two
additional interesting elements of this graph. This time
the legend is placed above the graph, and the order of
the species there is the same as in the graph itself: I.
setosa, with the shortest petals, is to the left, while I.
virginica, with the longest petals, is to the right of the
legend; this small aspect helps read the graph. Second,
the so-called rug is added (Chambers and Hastie, 1992),
which shows individual points - this is useful for ex-
ample for outlier detection. The rug is jittered.

Example 3
The last example will be more biological than agri-

cultural, describing association between fruitfly male
longevity and thorax length, depending upon sexual ac-
tivity. First we will model the relationship, and then we
will visualize the results.

A linear model includes longevity as the dependent
variable and thorax length and sexual activity as predic-
tor variables, the former being continuous and the lat-
ter categorical. So, it is an analysis of covariance model.

Because thorax length ranged between 0.64 and 0.94,
in the modeling 0.80 was subtracted from the variable
to allow sensible inference for intercepts for activities.
After fitting a model with varying intercepts and slopes
it appeared that the residuals were heterogeneous, so this
needed to be taken into account. The plot of standard-
ized residuals versus fitted values suggested a power vari-
ance function structure, which indeed worked well af-
ter estimation with generalized least squares (Pinheiro
and Bates, 2000). However, the slopes seemed quite simi-
lar, and the Akaike Information Criterion showed that
the model with the common slope and varying inter-
cepts showed the best fit; the power variance function
still worked best to deal with heterogeneity of residu-
als. In this model both sexual activity and thorax length
affected longevity of the fruitfly male.

Figure 14 portrays the data and the model fitted, with
the help of the trellis display framework. We can see
how powerful such a display can be when there are too
many groups to be presented within one graph. (Here,
124 points and 5 lines within one panel would cause clut-
ter, while the trellis display effectively compares the
sexual activity groups.) All elements in the plot follow
the rules given above and in Tables 1 and 2. Notice some
additional aspects: the panels are ordered by the increas-
ing intercept: the bottom left represents the “high” group
(a fly kept with eight virgin fruitflies), which has the
lowest intercept, and the upper middle panel represents
the “many” group (a fly kept with eight pregnant
fruitflies), which has the highest intercept. Mild jitter-
ing was employed for thorax length to deal with over-
lap of points, and grid lines facilitate panel-to-panel
comparisons. Note that although the model was fitted
for the thorax length subtracted by 0.80, this is not seen
in the graph - the tick mark labels were simply changed
from (–0.1, 0.0, 0.1) to (0.7, 0.8, 0.9).

Figure 15 – Kernel density of petal length of three Iris species
(data set iris). It is considered a GOOD GRAPH.
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Conclusion

 Graphing data is not a simple matter. In fact, this
“point of view” is just a small portion of the knowl-
edge of visualizing scientific data, but it is believed to
be sufficient for authors constructing simple graphs for
their publications. Whole books have been devoted to
the topic, best-known ones being the classics by Tufte
(1991; 1997; 2001 and 2006), Cleveland (1993; 1994) and
Wilkinson (2005). Jacoby (1997; 1998) also presents
some interesting ideas, while Harris (1999) is a useful
reference of information graphics.

Most principles presented in this paper are so ba-
sic that they apply to most graph types. However, be
aware that there are other types of graphs that offer
various possibilities of visualizing data. One should al-
ways choose that graph which is best for each data:
best in terms of data presentation and interpretation,
but also easiness of reading. When a type of graph is
chosen, all its details should be carefully selected so
that the graph conveys the message its author planned
it to.

Appendix

Data sets used in the examples. All these data sets come
from R (R Development Core Team, 2009), from the data
sets of the same names.

ChickWeight
The data from a repeated-measure experiment on the ef-
fect of diet on early growth of chickens (Crowder and
Hand, 1990).

fruitfly
The data on longevity and sexual activity of male
fruitflies, originating from Partridge and Farquhar
(1981), downloaded from the faraway package (Faraway,
2009) of R. See also the paper by Hanley and Shapiro
(1994), which discusses interesting aspects of this data
set and its usefulness in teaching statistics.

haynes
The data on phenotypic stability of resistance to late
blight of potato clones; the variable considered is area
under the disease progress curve (AUDPC) (Haynes et
al., 1998). Data were taken from the agricolae package
(Mendiburu, 2010) of R.

InsectsSprays
The data originating from Beall (1942). They include a
number of insects counted after application of six insec-
ticides, in 12 replications.

iris
A famous iris data set (Anderson 1935; Fisher, 1936), pro-
viding the measurements (in cm) of sepal length and
width and petal length and width for 50 flowers from
each of three species of iris: Iris setosa, I. versicolor and I.
virginica.

trees
The data on measurements of the girth, height and vol-
ume of timber in 31 felled black cherry trees, provided
by Ryan et al. (1976).

Software used for graphing and data analysis. The statisti-
cal analysis for Example 3 was performed with linear
mixed-effects modeling framework offered by the nlme
package (Pinheiro and Bates, 2000) of R (R Development
Core Team, 2009). The graphs were constructed in the
graphics (Murrell, 2005) and lattice packages of R
(Sarkar, 2008).
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