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In this work we carried out a study covering conformational analysis, docking calculations 
and molecular dynamics (MD) simulations of six excited state intramolecular proton transfer 
(ESIPT)-fluorescent 2-(2’-hydroxyphenyl)-benzoxazoles, interacting with the Dickerson-Drew 
(d(CGCGAATTCGCG)2) dodecamer in B-DNA conformation. In the analysis of the molecular 
docking calculations, the derivatives with the -NH2 group in the phenolic ring presented the most 
favorable interaction energies with the DNA, and the scores were even more favorable for the 
ligands containing the -NO2 group as substituent in the benzoxazolic ring. In the analysis of the MD 
simulations, the complexes showed stable interactions, with minimal induced structural distortions 
in the DNA, being the largest increase of the Rise parameter when the ligands were intercalated, 
and also the unwinding of Twist. During all simulations, the ligands showed stable interactions 
with the oligonucleotide, without denaturation. Considering these interactions and the peculiar 
photophysical properties of this class of molecules, they could be used as biological probes. 
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Introduction

Benzazoles belong to a class of molecules with 
interesting photophysical properties. The heterocyclic 
derivatives of the 2-(2’-hydroxyphenyl)benzoxazole show 
an intense fluorescence emission due to the phenomenon 
of excited state intramolecular proton transfer (ESIPT) 
with high Stokes shift (difference between the wavelength 
of maximum absorption and of maximum emission), and 
high thermal stability. They are widely used as synthetic 
materials to obtain new photoluminescent materials, 
including precursors: polymer matrices,1,2 silica,3,4 
cellulosic compounds,5 fluorescent sensors6 and chemical 
sensors.7

This class of molecules has, in addition to unique 
photophysical properties, also interesting pharmacological 
properties, such as: bactericidal activity,8 anti-inflammatory,9 
anti-glycan,10 anticancer11,12 and antimicrobial.9,13,14 
Elzahabi11 synthesized thirteen benzazole derivatives, new 
potential anti-cancers agents, which were tested at the 
National Cancer Institute (NCI), USA, against sixty types 
of cancer cells. The new compounds showed moderate to 
high activity on a good percentage of ill cells. In recent 

work, Zablotskaya et al.9 synthesized a series of new 
benzazoles derivatives and studied their anti-inflammatory 
and psychotropic activities in vivo and evaluated the 
cytotoxicity in vitro. These compounds showed sedative 
action, high anti-inflammatory activity having selective 
cytotoxic effects, and some of them show antimicrobial 
activity. In another study, Hussein et al.15 synthesized 
two Ln(III) 2-thioacetate benzothiazole complexes with 
europium or terbium and thioacetate benzothiazole acid. 
For these complexes, affinity for DNA, antimicrobial 
activity and cytotoxicity were studied. Based on a 
photophysical study, the authors concluded that the new 
compounds have high affinity for DNA. Additionally, they 
displayed antibacterial and antitumor activity, confirming 
the initial hypothesis of the authors. 

The use of organic fluorescent probes in techniques of 
biochemistry and biophysics microscopy and fluorescence 
spectroscopy continues to increase.16 Due to its outstanding 
sensitivity, the fluorescence probes replaced radioactive 
probes in many biochemical applications. Moreover, 
fluorescence has grown significantly in popularity as a 
tool to investigate the structure and dynamics of nucleic 
acids, proteins and other biological macromolecules.17-20 
The techniques that use organic dyes have the advantage 
of being less invasive on the biological system under study, 
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besides the technological advance to allow super-resolution 
images without precedent in biological systems.16

In the present work, we use computational methods 
to study the interactions of 2-(2’-hydroxyphenyl)-
benzoxazoles derivatives as ligands with the Dickerson-
Drew dodecamer d(CGCGAATTCGCG)2 in B-DNA form. 
We studied the mechanism of interaction of the ligands 
with the DNA in the complexes, evaluating the interaction 
energies and investigating the structural stability, hydrogen 
bonds and some DNA structural parameters such as Rise, 
Roll and Twist (Figure 1). The employed methods ranged 
from quantum mechanical calculations and molecular 
docking to molecular dynamics simulations. 

Methodology

Ligand building

Six 2-(2’-hydroxyphenyl)-benzoxazoles derivatives 
(Figure 2), which are ESIPT-fluorescent, were constructed 
using the GaussView program.23 As shown in Figure 2, 
these compounds bear substituents of different electronic 
effects linked to the benzoxazole ring, some of them 
with an amine substituent linked to the 4’-position of the 
phenolic ring. The geometries were optimized with B3LYP 
DFT calculations using the 6-31G(d) basis set with the 
Gaussian98 program.24

The conformational analysis of the ligands was carried 
out performing a 180° rotation with increments of 10° 
around the bond between the phenolic and the oxazolic 
rings, also with B3LYP DFT calculations using the 
6-31G(d) basis set. This choice of methods is shown in the 
literature25 to yield accurate estimates for geometries26 and 
zero-point energies, failing only for optimization energies 
or for the description of van der Waals complexes.27 The 

software used was Spartan ‘08, version 1.2.0,28 and the 
continuum solvation model used to evaluate the effect of 
the solvent was SM8.29 

Receptor building

The receptor used was a canonical DNA oligomer in 
the B-DNA form, generated using the X3DNA program22 
with the same sequence of the Dickerson-Drew dodecamer, 
d(CGCGAATTCGCG)2.

30 This oligomer was modified 
with the same program, in order to obtain an artificial gap 
(ca. 6.5 Å) in the base-pair step AATT (the 5th and the 6th 
base-pairs from the A strand 5’ extremity).31

Molecular docking

The docking calculations were performed with 
the AutoDock 4.2 program, with an empirical scoring 
function based on binding energy changes, using the 
stochastic algorithm Lamarckian genetic algorithm 
(LGA), which combines the genetic algorithm (global 
search algorithm) and the algorithm of Solis and Wets 
(local search algorithm). According to Huey et al.,32 
AutoDock’s score function could be considered a free 
energy estimate, as it takes into account the enthalpic 
contributions due to the interactions and an entropic 
contribution related to the changes in the conformational 
degrees of freedom upon binding. Nevertheless, we 
will refer to this score function as “binding energy” 
or “interaction energy”, since there are more accurate 
methods to actually estimate free energies, but they are 
beyond the scope of the present work.

Using the program AutoDockTools (ADT) an affinity 
mesh with 96 × 96 × 110 points and a resolution of 0.375 
Å was constructed.33 The receptor was placed in the center 
of the affinity mesh and the affinity maps between the 
atoms of the ligand and the receptor were generated using 
the AutoGrid 4.0 module. The parameters used for the 
docking were 100 runs with 5 × 107 energy assessments, 
maximum number of 27000 generations, mutation factor 
of 0.02, crossing-over factor of 0.80, translational step 
of 0.2 Å, rotational step 5°, torsional step 5° and for the 

Figure 1. Three selected parameters that describe DNA structure. 
The base-pairs are shown schematically by solid rectangles linked by 
springs.21,22
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Figure 2. Benzoxazoles derivatives.
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remaining parameters were used the default values.33 The 
final conformations were classified in clusters according 
to the geometric similarity with a resolution of 2.0 Å and 
ranked based on the energy of interaction. Moreover, 
the clusters were also classified according to the type of 
interaction (minor groove or intercalation).

Molecular dynamics simulation

The choice of reliable starting structures for the 
molecular dynamics simulations is an important issue 
that has been discussed in the literature.34-36 The molecular 
dynamics simulations were carried out using a simulation 
protocol that was already successfully applied to similar 
systems,37-39 such as oligonucleotides with ligands or 
without ligands.

As starting structure for the molecular dynamics (MD) 
simulations we selected, for each ligand, two low energy 
conformations from the molecular docking: one complex 
where the ligand acts as an intercalator and the other one 
with the ligand interacting with the minor groove.37 The 
interactions were described using the AMBER03 force 
field,40 the topology of the ligand was built using the 
ACPYPE script.41 The complexes (receptor + ligand) were 
placed in cubic boxes with a minimum distance between 
the solute molecule and the walls of 18 Å. Sodium counter 
ions were added and, after a vacuum position restrained 
simulation, the systems were solvated with TIP3P water 
molecules, and minimized using the steepest descent 
method. To simulate physiological conditions, ions of 
sodium and chloride (0.154 mol L-1) were added. After that, 
a new simulation of 20 ps was carried out, using the full 
system, in which the initial positions of DNA and ligand 
were restrained. After these simulations, the systems were 
linearly heated by 5 ns of 50 K until 300 K, followed by 
further 20 ns NPT simulation at 310 K and 1 atm, with 
Parrinello-Rahman barostat (tp = 2 ps ) and Nose-Hoover 
thermostat. For data analysis, modules GROMACS, 
X3DNA and homemade scripts were used.38 A  MD 
simulation was also carried out, with the same protocol 
as described above, but considering the oligonucleotide 
solvated under physiological conditions without ligand 
in order to obtain reference values for canonical B-DNA 
geometric parameters.

Molecular docking with the relaxed structure

After the molecular dynamics simulations, molecular 
docking calculations were performed using the same 
protocol described before, but using, as receptors, structures 
(snapshots) obtained after the 25 ns simulations, for each 
system.

Results and Discussion

Conformational analysis of the ligands 

Derivatives of the 2-(2’-hydroxyphenyl)benzoxazole 
have a substantial torsional barrier around the bond 
between the phenolic ring and the oxazole ring. The 
origin of this barrier is the electronic dislocation between 
the two rings, giving a partial character of double bond 
between them. Additionally, there is also a contribution of 
an intramolecular hydrogen bond, as shown in Scheme 1. 

The strength of the interaction between a ligand and 
DNA, in the intercalation binding mode, is mainly related to 
the ligand’s planarity. The higher the value of the torsional 
barrier between the phenolic and oxazolic rings, the higher 
the rotational stability of the ligand. That results in a better 
planarity, leading to a favorable geometry for intercalation 
interaction with DNA. 

On the other hand, the effect of the solvent should be 
taken into account.42-44 It is known that the strength of the 
intramolecular hydrogen bond depends on the solvation. 
Protic polar solvents, such as water, tend to solvate the 
ligand through hydrogen bonds. The bigger the influence of 
the solvent, the lower the energy barrier for interconversion 
between rotamers due to weak intramolecular hydrogen 
bonding. In Figure 3, the cis-to-trans interconversion 
profiles are shown and the effect of the solvent for the 
ligands 1a and 2a. The profiles for the other ligands can 
be found in the Supplementary Information (SI) section.

The values of the interconversion barrier between 
the rotamers cis and trans (Table 1) were between 14.80 
to 16.78 kcal mol-1 in vacuum and between 11.38 to 
14.73 kcal mol-1 considering the effect of the solvent. 

Analyzing the cis to trans interconversion barrier 
(Table  1), it is observed that there is a decrease of the 
solvent effect on the barrier from 3.1-3.8 kcal mol-1 for 
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Scheme 1. Schematic representation of the main canonical structures of ligands 2a, 2b and 2c.
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ligands 1a, 1b and 1c to 2.1-3.0 kcal mol-1 for ligands 
2a, 2b and 2c. Moreover, the group 2 ligands (R1 = NH2) 
always have the biggest interconversion barriers and the 
smallest solvent effects.

The interconversion barriers are smaller for the 1a, 1b 
and 1c ligands because they lack the amino group at the 
4’-position of the phenolic ring, which is responsible for the 
increased basicity of the azole nitrogen, as already shown 
for the canonical form B in Scheme 1. This effect can be 
clearly observed considering the lengths of the bonds, 
according to Table 2. 

As shown in Table 2, the presence of the amino 
group enhances the weight of the canonical structure B 
(Scheme 1). With the presence of the amino group, we can 
observe the increase of the bonds C1-C2 (0.016‑0.018 Å), 
C3‑C4 (0.004-0.007 Å) and C5-N6 (0.005-0.009 Å) 
and the decrease of the bonds C2-C3 (0.010-0.013 Å), 
C4‑C5 (0.014-0.031 Å) and N6-C7 (0.001-0.005 Å). Thus, 
it can be suggested that, for the ligands of the group 2, the 
canonical form B in the resonance structures (Scheme 1) 
has a stronger contribution, due to the displacement of the 
electronic cloud of the amino group at position 4’. As a 
further effect, increasing the basicity of the amino group 
of the azole ring results in a stronger hydrogen bond and, 
therefore, bigger interconversion barriers, even in the 
presence of the solvent. 

Molecular docking

Table 3 shows the results of the molecular docking 
calculations of the benzoxazoles-derivatives (1a, 1b, 1c, 2a, 
2b and 2c) with the Dickerson-Drew dodecamer with one 
artificial gap between the 5th and 6th base-pairs (AATT). On 
the same table, it can be seen the fraction of conformations 
with intercalation and minor groove binding modes, the 
average interaction energy32 for each mode and the average 
overall interaction (notwithstanding the binding mode). The 
clusters of the docked conformations are shown in the SI 
section (Figure S2 and Table S1). 

The ligands with nitro substituents in the benzoxazole 
ring (1a and 2a) showed the most favorable interactions 
with DNA in the molecular docking calculations, compared 
to their analogues (ligands 1b, 1c, 2b and 2c), with 
average binding energy -6.91 kcal mol-1. Except for 2b, 
the binding energy was slightly more negative for minor 
groove interactions. Comparing the ligands  1b and 2b 
(both ligands with pyrimidinic ring), the later, which bears 
an amino group as substituent, showed more favorable 
energy of interaction (-6.37 kcal mol-1) compared to 
the first (1b, -5.16 kcal mol-1), probably due to the 
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Figure 3. Relative energy (kcal mol-1) × dihedral angle (degrees) 
obtained for the ligands 1a and 2a in vacuum and the aqueous medium  
(DFT/B3LYP with the basis set 6-31G (d)). 

Table 1. Values of interconversion barrier of the rotamers cis to trans 
in kcal mol-1

Ligand Vacuum Water DET / (kcal mol-1)

1a 15.25 12.16 3.09

2a 16.78 14.73 2.05

1b 15.50 11.68 3.82

2b 16.70 13.74 2.96

1c 14.80 11.38 3.42

2c 15.79 12.95 2.84

Table 2. Bond lengths of the ligands 1a, 1b, 1c, 2a, 2b and 2c (the numbering corresponds to Scheme 1) 

Ligand 
Bond length / Å

C1-C2 C2-C3 C3-C4 C4-C5 C5-N6 N6-C7

1a 1.389 1.400 1.420 1.441 1.315 1.386

2a 1.408 1.387 1.427 1.424 1.324 1.381

1b 1.389 1.399 1.419 1.444 1.314 1.392

2b 1.407 1.388 1.424 1.430 1.320 1.389

1c 1.390 1.399 1.418 1.466 1.310 1.397

2c 1.406 1.389 1.422 1.435 1.315 1.396
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possibility of additional hydrogen bonds. The ligand 2b 
showed more favorable interactions as intercalator, while 
its precursor (1b) showed more favorable interactions 
as minor groove binder. Comparing the ligands 1c and 
2c, the latter, which contain one amino group, showed 
slightly more favorable interactions with DNA than the first 
(-5.86 and -5.93 kcal mol-1, respectively), similar to the 
ligands 1b and 2b. The ligands 1c showed more favorable 
interactions as minor groove binder, while the ligand 2c 
showed no preference. Comparing the binding strength, 
the following order was observed for group 1 (without the 
amino group) 1b < 1c < 1a. For group 2 the order was as 
follows: 2c < 2b < 2a.

There are no experimental data concerning the binding 
mode of the benzoxazoles discussed in the present work. 
However, the DNA binding modes of benzazoles and similar 
molecules have been investigated experimentally by several 
groups. It is known that some hybrid molecules (netropsin 
+ bithiazoles),45 bisbenzimidazoles,46-47 derivatives of 
BOXTO,48 copper (II) benzimidazole complexes49 and 
6,6’-disubstituted benzothiazole trimethine cyanines50 
interact with DNA preferentially as minor groove binders, 
whereas benzoxazoles and benzimidazoles analogues of the 
bis(benzoxazole) natural anticancer product UK-1,51 as well 
as some transition metal complexes with benzoxazoles52 

and Cu(II) complexes of Schiff base of benzimidazole53 
display intercalative binding mode. 

It was even found54 that two very similar benzoxazole 
analogues of Hoechst 33258 differing only by the position 
of nitrogen and oxygen atoms in the oxazole ring presented 
different binding modes (minor groove binder and 
intercalator). The presence of different binding modes for 
similar analogues was also recently observed for phenylene-
bisbenzothiazoles55 and for substituted benzimidazoles.56 
These results show us that the a priori prediction of the 
binding mode for a given molecule based solely on its 
structure is far from certain, and therefore computational 
methods are very helpful.

Molecular dynamics simulation

Twelve MD simulations were carried out as described 
in the methodology section. The input coordinates 
(ligand  +  DNA) for the MD simulations were obtained 
from the molecular docking. For each ligand, two 
systems were built: the lowest energy conformation with 
intercalation (I) and the lowest energy conformation with 
minor groove (G) binding mode. In the following text, the 
systems are coded as: structure-mode. For instance, 1aI 
means simulations with the ligand 1a (see Figure 2) docked 
as an intercalator (I) in the oligonucleotide. 

Based on the trajectories generated by molecular 
dynamics simulations, the following parameters were 
analyzed: root mean square deviation (RMSD), number 
of hydrogen bonds, the distance of the ligand in relation 
to the base-pair steps of oligonucleotide and structural 
changes in the oligonucleotide (Rise, Twist and Roll, see 
Figure 1). The RMSD was calculated with respect to the 
initial relaxed structure (after the docking, minimization 
and position restrained simulations). The hydrogen bonds 
were calculated using the default GROMACS method 
based on the geometrical definition of the hydrogen bond.57 

The calculation of the RMSD along the simulation 
allows us to check the stability and structural equilibrium 
of the system and to estimate roughly the magnitude of the 
structural changes (i.e., the occurrence of denaturation). 

Figure 4 shows the results of RMSD analysis for the 
complexes (ligand and DNA) in intercalation (I) and 
minor groove binding modes (G) compared with the 
oligonucleotide without the ligand. The average values and 
their standard deviations sampled in the interval 5‑25 ns 
are shown in the SI section, Table S2.

The ligands, when intercalated, induced large structural 
changes on the oligonucleotide: the intercalation binding 
mode complexes showed structural deviations bigger 
than those found for the oligonucleotide without ligand 

Table 3. The interaction types (binding modes) with the corresponding 
fraction of docked conformation (interaction %) and interaction energy 
are shown 

Ligand Interaction type
Interaction / 

%
Eaverage / 

(kcal mol-1)

1a

Minor groove 48 -7.08 ± 0.02

Intercalation 52 -6.75 ± 0.10

Average interaction - -6.91 ± 0.19

2a

Minor groove 36 -6.97 ± 0.29

Intercalation 64 -6.87 ± 0.22

Average interaction - -6.91 ± 0.26

1b

Minor groove 38 -5.35 ± 0.17

Intercalation 62 -5.04 ± 0.11

Average interaction - -5.16 ± 0.17

2b

Minor groove 28 -6.18 ± 0.19

Intercalation 72 -6.44 ± 0.13

Average interaction - -6.37 ± 0.12

1c

Minor groove 54 -6.00 ± 0.16

Intercalation 46 -5.70 ± 0.06

Average interaction - -5.86 ± 0.07

2c

Minor groove 51 -5.94 ± 0.20

Intercalation 49 -5.92 ± 0.26

Average interaction - -5.93 ± 0.30
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around the last 10 ns of the simulation, with the exception 
of the complexes with the ligand 2-(4’-amino-2’-
hydroxyphenyl)-6-metilbenzoxazol (1cI) and 2-(4’-amino-
2’-hydroxyphenyl)oxazole[4,5-b]pyridine (2bI). These 
complexes and all minor groove binding mode complexes 
showed RMSD values close to the oligonucleotide without 
ligand, as shown in Figure 4, a hint of only small structural 
changes. 

Similar results were recently described by Netz,39 in a 
study by docking and molecular dynamics of the interaction 
of 4-7-p-extended-2,1,3-benzothiadiazoles (BTDs) with the 
Dickerson-Drew dodecamer.30 The author described that 
the BTDs, when interacting as intercalators, induced more 
pronounced structural changes in the B-DNA than when 
interacting as minor groove binding mode ligands, however, 
without causing denaturation in either case. 

After verifying the stability of the system, the base-pair 
steps (BPS) with which the ligands were interacting directly 
were identified, to later examine the possible changes therein. 
For all studied complexes, the BPS AATT was also analyzed, 
as this is the location of the artificial gap. The location of the 
ligand in the DNA was also used to choose the data that are 
relevant for further structural analysis (using the parameters 

Rise, Twist and Roll). For all systems, the analysis was 
performed after the heating ramp, with the system already 
stabilized, in the range of 5 to 25 ns. 

First, we analyzed the distance between the ligand’s 
center of mass and the center of mass of each of the 
twelve base-pairs of DNA, along the molecular dynamics 
simulations. In each case, the intercalation geometry was 
identified with (I) and the minor groove geometry with 
(G), according to the initial structure of the complex. For 
the intercalation binding mode complexes the distances 
do not change significantly throughout the simulations as 
shown in Figure 5.

The gap is located at the BPS AATT, and all the ligands 
intercalated remained close to the corresponding base-pairs 
(both AT, in red and green in Figure 5), with an average 
distance of 7.5 Å. This indicates that the complexes (ligand 
and DNA) were kept at a stable intercalation interaction for 
all simulations. According to Netz,39 molecular dynamics 
simulations can be applied as a useful tool to rule out false 
intercalation binding modes obtained from the docking. 
Therefore, in the present case, we can conclude that the 
intercalation is indeed a favorable binding mode for our 
ligands. 

Figure 4. Root mean square deviations (RMSD) of the oligonucleotide. In each case, three simulations were compared: oligonucleotide without ligand, 
oligonucleotide in presence of an intercalator and oligonucleotide in the presence of a groove binder.
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In the analysis of minor groove binding mode interactions, 
it was observed that the ligand 2-(2’-hydroxyphenyl)
oxazole-[4,5-b]-pyridine (1bG) migrated from the tenth 
base-pair (CG) to the eighth base-pair (TA) during the 
simulation. The other ligands interacting with the minor 
groove also showed similar migrations, except 2-(4’-amino-
2’-hydroxyphenyl)-6-nitrobenzoxazol (2aG). In all cases, 
the migration occurred in a stepwise way, maybe with some 
energy barriers for the sliding along the groove. When 
the ligand moves from the vicinity of a given BPS and 
proceeds to interact with the neighboring BPS, this change 
is observed by jumps and not gradually. As mentioned 
before, the exception was the ligand 2-(4’-amino-2’-
hydroxyphenyl)-6-nitrobenzoxazole (2aG), which after 
the structural stabilization kept interacting with the tenth 
base-pair (CG) with an average distance of 5.0 Å of it during 
the entire simulation. This result is an indication of a stable 
interaction between this ligand and DNA, in agreement 
with the previously discussed results of molecular docking 
calculations. One possible reason for the strength of this 
interaction is the number of hydrogen bonds. The full 
analysis of the hydrogen bonds of the complexes throughout 
the simulations is shown in the SI section, but Table 4 shows 

the average number of hydrogen bonds. The ligands bearing 
the amino group (2) displayed in average slightly more 
hydrogen bonds than the counterparts lacking the amino 
group (1). The minor groove complex 2aG was precisely 
the complex with the largest number of hydrogen bonds, 
thus confirming the strength of this interaction. 

In Figure 6, some snapshots of the time evolution for 
the 1aI (intercalation binding mode), 1bG and 2aG (minor 
groove binding mode) complexes are shown. 

Evaluating the snapshots, it can be seen that the 
ligands did not change the binding mode throughout the 
simulations. For the intercalation binding mode complexes, 
only small movements of the ligands in the gap (AATT) 
were observed, whereas for the minor groove binding mode 
complexes, some eventual migration of the ligands along 
the minor groove (see 1bG) was observed in some cases, in 
agreement with the findings regarding the distance between 
ligand and base-pairs (Figure 5). An interesting observation 
is that the 1a ligand, when intercalated, performed a 180° 
rotation within the gap as shown in Figure 6. The exact 
time of rotation of the 1a ligand can be estimated by the 
analysis of RMSD (Figure 4), which displays a jump after 
15 ns reaching values up to 0.7 nm, which can be interpreted 

Figure 5. Distance between the center of mass of the ligands and the center of the mass of some base-pairs along the simulations, for all systems. For 
each system, only the relevant base-pairs were shown. In the upper right corner we show the base-pairs as seen from the minor groove (5’ end of the right 
strand on the top), with the corresponding colors used in the figure. 
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as a result of structural changes in the complex. The 2aG 
complex, which by the standards of distance (Figure 5) 
and number of hydrogen bonds (see SI section, Figure S3) 
exhibited strong interactions, also showed conservation of 
the interaction geometry. 

From the results regarding the distance ligand-DNA, 
we chose which base-pair steps should be analyzed in 
each complex, in order to calculate the ligand-induced 
distortions, as it will be discussed later.

After a careful preliminary analysis, we found that, 
among all DNA structural parameters,30 the most relevant 
to describe the ligand-induced distortion of the DNA in our 
case are the Rise, Roll and Twist parameters (see Figure 1). 

The values of the Rise parameter for the intercalation 
binding mode complexes are shown in Table 5 (see also 
Figure S4 in SI section). The Rise values for the BPS AATT 
were between 6.8 and 7.0, while for the same BPS in the case 
of B-DNA, without the ligand, was 3.4 Å, very close to the 
experimental value (3.3 Å).30 These high Rise values indicate 

that the ligands remained in the gap in all cases, confirming 
the stability of the intercalation binding mode, as already 
demonstrated in the analysis of distances of the ligands and 
the base-pairs of the DNA and analyzing the snapshots.

For the minor groove binding mode complexes, the 
initial gap located in the BPS AATT closed before 5 ns of 
simulation (see SI section, Figure S5), as expected. All Rise 
values remained very close to the canonical B-DNA and to 
the experimental data (see SI section). It is observed that the 
ligands remained interacting with the minor groove from 
the beginning to the end of the simulations, as discussed in 
the analysis of the snapshots of the simulation (Figure 6). 

In the analysis of the Roll parameter for the intercalation 
binding mode complexes, no clear trend was observed; 
only seemingly random changes between positive and 
negative Roll values during all simulations (see Figure S7 in 
SI section). Table 6 presents the average values of the Roll 
parameter for the B-DNA and for the intercalation binding 
mode complexes, with their respective standard deviations.

Table 4. Average number of ligand-DNA hydrogen bonds for the complexes

Ligand 1a 2a 1b 2b 1c 2c

Minor Groove 1.05 ± 0.88 1.38 ± 0.65 0.18 ± 0.38 0.20 ± 0.49 0.04 ± 0.20 0.20 ± 0.46

Intercalation 0.09 ± 0.28 0.61 ± 0.58 0.03 ± 0.06 0.26 ± 0.46 0.04 ± 0.20 0.74 ± 0.51

Figure 6. Snapshots of the 1aI, 1bG and 2aG complexes as a time evolution along the trajectory.
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The data in Table 6 show a slight tendency to a negative 
Roll, except for the complex 2cI, which generated an 
average positive Roll in the BPS AATT and the BPS 
GATC, which exhibited no trend. Because of the gap, the 
BPS AATT endured the biggest structural changes during 
the simulations, with a large tendency to a negative Roll, 
which could be justified by the intercalation geometry 
of the ligand, as shown schematically in Figure 7. In 
this geometry, the intercalated ligand interacts with the 
oligonucleotide gap from the major groove side. These 
major structural changes during the simulations can be 
seen also in the large standard deviations (Table 6). Only 
the 2cI complex exhibited a positive Roll, but still below 
the B-DNA without ligand. The Roll values followed the 
order: 1aI < 2bI < 2aI < 1cI < 1bI < 2cI < B-DNA.

In the analysis of the Roll parameter for minor groove 
binding mode complexes, no clear trend was observed. All 
results were close to the B-DNA without the ligand, with 
minor variations. The results can be seen in Figure S8 and 
Table S4 in the SI section. 

The results for the Twist parameter for the intercalation 
binding mode complexes are shown in Figure 8.

The twist parameter for the BPS GATC, located 
above the gap, did not change significantly, displaying 
values similar to the B-DNA without ligand (36.0 to 39.1° 
compared to 35.7°), with exception of the complex 2aI, 

as shown in Figure 8 and Table 7. This later complex, 
after the stabilization, showed average Twist values of 39° 
up to 12 ns, but after that, an unwinding of the BPS was 
observed, reaching -13° in the last 5 ns. For AATT, the 
intercalation BPS, significant changes were observed. For 
most cases (see Table 7), there was an unwinding of this 
BPS, with Twist values ranging from 5.74° to 20.34°. The 
1aI complex had the smallest structural changes in this 
BPS, with an average Twist of 20.34°. In the case of the 
complexes 1cI and 2bI, there was an unwinding followed 

Table 5. Average values of the Rise parameter for all base-pair steps (BPS). Sequence-dependent experimental results are shown, along with the simulation 
results for the oligonucleotide without ligand (B-DNA) and intercalation binding mode complexes 

BPS Exp.30 B-DNA 1aI 2aI 1bI 2bI 1cI 2cI

CGCG1 3.36 ± 0.01 3.35 ± 0.41 3.55 ± 0.48 3.69 ± 0.39 3.64 ± 0.47 3.27 ± 0.48 3.40 ± 0.67 3.62 ± 0.41

GCGC1 3.38 ± 0.08 3.34 ± 0.24 3.43 ± 0.23 3.48 ± 0.20 3.44 ± 0.19 3.21 ± 0.46 3.44 ± 0.22 3.42 ± 0.22

CGCG2 3.26 ± 0.05 3.19 ± 0.33 3.11 ± 0.29 3.27 ± 0.30 3.09 ± 0.25 3.11 ± 0.26 3.04 ± 0.25 3.38 ± 0.41

GATC 3.30 ± 0.10 3.44 ± 0.21 3.43 ± 0.25 3.18 ± 0.32 3.50 ± 0.21 3.41 ± 0.24 3.49 ± 0.22 3.47 ± 0.21

AATT 3.27 ± 0.02 3.37 ± 0.20 6.94 ± 0.29 6.94 ± 0.22 6.97 ± 0.21 7.02 ± 0.22 6.83 ± 0.30 6.87 ± 0.26

ATAT 3.31 ± 0.03 3.37 ± 0.18 3.24 ± 0.22 3.33 ± 0.18 3.34 ± 0.18 3.30 ± 0.18 3.30 ± 0.19 3.38 ± 0.19

TTAA 3.29 ± 0.01 3.32 ± 0.21 3.29 ± 0.22 3.42 ± 0.21 3.30 ± 0.21 3.36 ± 0.20 3.34 ± 0.22 3.43 ± 0.21

TCGA 3.14 ± 0.02 3.36 ± 0.21 3.37 ± 0.24 3.51 ± 0.23 3.52 ± 0.22 3.52 ± 0.20 3.44 ± 0.25 3.51 ± 0.20

CGCG3 3.56 ± 0.07 3.24 ± 0.31 3.41 ± 0.36 3.16 ± 0.34 3.08 ± 0.34 3.26 ± 0.44 3.23 ± 0.29 3.09 ± 0.28

GCGC2 3.21 ± 0.18 3.45 ± 0.20 3.38 ± 0.24 3.48 ± 0.21 3.50 ± 0.18 3.47 ± 0.28 3.35 ± 0.19 3.39 ± 0.22

CGCG4 3.54 ± 0.19 3.47 ± 0.44 3.52 ± 0.37 3.06 ± 0.31 3.60 ± 0.42 3.42 ± 0.73 3.34 ± 0.19 3.71 ± 0.39

Table 6. Average values of the Roll parameter for some relevant BPS. Results for the oligonucleotide without ligand (B-DNA) and intercalation binding 
mode complexes 

BPS B-DNA 1aI 2aI 1bI 2bI 1cI 2cI

GATC 2.86 ± 3.89 0.96 ± 4.62 3.62 ± 5.90 -0.19 ± 4.30 0.91 ± 5.00 -1.32 ± 4.83 2.50 ± 3.91

AATT 1.91 ± 3.67 -6.00 ± 9.86 -4.64 ± 6.80 -2.91 ± 8.36 -4.99 ± 6.96 -3.24 ± 11.06 1.37 ± 3.96

ATAT -0.58 ± 3.31 -2.61 ± 4.78 -4.78 ± 4.11 -4.60 ± 4.57 -3.11 ± 4.18 -1.45 ± 5.87 -0.91 ± 3.40

Figure 7. The 2aI complex with the ligand intercalated in the DNA, 
resulting in a negative Roll.
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by a re-winding in the end of the simulation, probably 
due to a better accommodation of the ligand. The BPS 
ATAT showed only small changes for all complexes, the 
significant one was in the 1cI complex, where the ATAT 
twist reached an average of 28.7°, whereas for the canonical 
B-DNA was 32.6°, as can be seen in Table 7. 

The results of the Twist parameter for the minor groove 
binding mode complexes are shown in Figure 9 and Table 8. 
Unlike the intercalation binding mode complexes, the 
ligands interacting in the minor groove did not induce large 
conformational changes in the oligonucleotide. The ligands 
in the complex 1bG and 2bG induced very subtle changes 
in the base-pair step TCGA, increasing the Twist to 36.0° for 
both, while for the canonical B-DNA, the value is 32.32°. 
In the 2aG complex, an unwinding of the base-pairs step 
GCGC2 is observed, showing an average value of 29.7°, 
whereas for the canonical B-DNA a value of 36.5° was 
found. For the 1bG complex, the winding of the base‑pair 
step TCGA (38.2°) is followed by unwinding of the CGCG3 

(22.4°) when compared with the canonical B-DNA (32.3° 
and 29.4°, respectively). For the 2cG complex, the winding 
to the base-pair steps TCGA and CGCG3 was observed, 
accompanied by the unwinding of TTAA, with results of 
38.3°, 36.2º and 29.2°, respectively, while for the canonical 
DNA was observed 32.3°, 29.4° and 34.5°.

Table 8 shows the average values of the Twist 
parameters for the B-DNA minor groove binding mode 
complexes with their respective standard deviations and 
the experimental results.30

Molecular docking with the relaxed structure

When performing molecular docking studies of any 
ligand with a given macromolecule whose structure has 
been obtained from experimental data or constructed 
through software, sometimes the macromolecular structure 
does not correspond to the real conformation in biological 
systems, under physiological conditions.58-60 Thus, in 

Figure 8. Twist parameter for some relevant base-pair steps for the intercalation binding mode complexes.

Table 7. Average values of the Twist parameter for some relevant BPS. Sequence-dependent experimental results are shown, along with the simulation 
results for the oligonucleotide without ligand (B-DNA) and intercalation binding mode complexes 

BPS Exp.30 B-DNA 1aI 2aI 1bI 2bI 1cI 2cI

GATC 37.7 ± 1.7 35.72 ± 6.36 36.88 ± 8.05 17.28 ± 22.83 39.05 ± 4.97 36.00 ± 7.85 38.80 ± 6.11 38.10 ± 4.40

AATT 37.5 ± 0.9 35.03 ± 4.20 20.34 ± 7.41 10.57 ± 9.23 7.53 ± 11.85 17.79 ± 10.83 16.39 ± 9.92 5.74 ± 10.26

ATAT 32.2 ± 2.1 32.64 ± 2.35 28.71 ± 5.00 31.92 ± 4.84 32.19 ± 4.17 30.17 ± 5.01 30.38 ± 5.40 32.34 ± 3.44
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some cases, structures obtained from molecular dynamics 
simulations may be more representative than the actual 
recrystallized structures. In this part of the work, we used 
the conformations obtained at the end of each molecular 
dynamics simulation as receptor structures in a molecular 
docking study. It is noteworthy that these structures are 
relaxed and, more importantly, already adapted to each 
ligand. Table 9 shows the average of 100 runs of molecular 
docking calculations of benzoxazole-derivatives (1a, 1b, 
1c, 2a, 2b and 2c) with the Dickerson-Drew dodecamer 
compared with the initial results of docking. The receptor 
structure used was the final structure obtained after 25 ns 
molecular dynamics simulations. The dockings were 
performed for both intercalation and minor groove binding 
mode complexes.

According to the results shown in Table 9, the molecular 
docking calculations with the final structures showed 

Table 8. Average values of the Twist parameter for some relevant BPS. Sequence-dependent experimental results are shown, along with the simulation 
results for the oligonucleotide without ligand (B-DNA) and minor groove binding mode complexes 

BPS Exp.30 B-DNA 1aG 2aG 1bG 2bG 1cG 2cG

ATAT 32.2 ± 2.1 32.64 ± 2.35 - - - - 31.91 ± 2.30 -

TTAA 36.0 ± 2.8 34.46 ± 4.53 - - - 35.87 ± 3.85 34.81 ± 4.57 29.22 ± 3.91

TCGA 41.4 ± 2.1 32.32 ± 7.35 36.04 ± 5.48 34.53 ± 4.33 38.20 ± 5.69 36.41 ± 5.74 33.76 ± 6.31 38.25 ± 3.75

CGCG3 32.3 ± 1.3 29.44 ± 8.81 29.74 ± 8.82 32.56 ± 6.03 22.39 ± 7.25 28.29 ± 5.93 - 36.18 ± 4.63

GCGC2 44.7 ± 5.4 36.48 ± 5.33 33.05 ± 5.96 29.70 ± 9.27 36.08 ± 4.42 - - -

Figure 9. Twist parameter for some relevant base-pair steps for the minor groove binding mode complexes. 

Table 9. Molecular docking calculation results

Ligand Interaction type
Initial docking 

Eaverage / (kcal mol-1)
Final docking 

Eaverage / (kcal mol-1)

1a
Minor groove (G) -7.08 ± 0.02 -7.21 ± 0.28

Intercalation (I) -6.75 ± 0.10 -7.89 ± 0.16

2a
Minor groove (G) -6.97 ± 0.29 -8.03 ± 0.35

Intercalation (I) -6.87 ± 0.22 -7.96 ± 0.18

1b
Minor groove (G) -5.35 ± 0.17 -7.01 ± 0.22

Intercalation (I) -5.04 ± 0.11 -6.26 ± 0.04

2b
Minor groove (G) -6.18 ± 0.19 -6.26 ± 0.08

Intercalation (I) -6.44 ± 0.13 -6.49 ± 0.09

1c
Minor groove (G) -6.00 ± 0.16 -7.48 ± 0.08

Intercalation (I) -5.70 ± 0.06 -6.59 ± 0.09

2c
Minor groove (G) -5.94 ± 0.20 -7.55 ± 0.29

Intercalation (I) -5.92 ± 0.26 -7.87 ± 0.28
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interactions 0.05 to 1.95 kcal mol-1 more favorable than the 
dockings with the initial structures. This can be explained 
considering that the receptor is already conformationally 
adapted to the ligand, allowing a better interaction. 
With the group 1, the ligand with nitro grouping (1aI), 
presented more favorable interactions in intercalation 
with the dodecamer (-7.89 kcal mol-1), when compared 
with the ligands 1bI and 1cI, (-6.26 and -6.59 kcal mol-1, 
respectively). For the same group, analyzing the minor 
groove binding mode complexes, the ligand with methyl 
group (1cG) presented more favorable interactions than 
other ligands of the same group, with average energy 
of -7.48 kcal mol-1, whereas the ligands 1aG and 1bG 
showed -7.21 and -7.01 kcal mol-1, respectively. In the 
overall average energies, the order of the most favorable 
interaction was as follows 1b < 1c < 1a, which is the same 
sequence that was observed in the initial molecular docking 
calculations. The ligands of group 2 showed more favorable 
energies when compared with their respective precursors of 
group 1, with the exception of 2b ligand as minor groove 
binder. For both binding mode complexes, the following 
order of stability was found: 2b < 2c < 2a. In the molecular 
docking calculations with the initial receptor structure, the 
2b ligand showed more favorable interactions than the 2c. 
It was also observed that the intercalation binding mode in 
the docking with the final structures was the most favorable 
for the ligands 1a, 2b and 2c. In general, the ligands with 
nitro grouping showed more favorable interaction energy 
than the ligands with methyl grouping, which showed more 
favorable energies than the ligands with pyridine ring. 
This affinity is increased with the addition of an amino 
grouping, as observed in the analysis of molecular docking 
calculations in both initial and final structures.

Conclusions

Investigations using quantum mechanical calculations 
for conformational analysis, molecular docking 
calculations and molecular dynamics simulation of 
six 2-(2’-hydroxyphenyl)-benzoxazoles derivates with 
B-DNA were carried out. In the conformational analysis, 
the ligands with amino group (group 2) showed the 
highest rotational barriers in the interconversion of 
the cis to trans rotamer and the lowest influence of the 
solvent, when compared with their respective precursors 
(group 1). In the analysis by molecular docking, ligands 
with the amino group showed more favorable interactions 
when compared with their respective precursors, with 
the only exception being the ligands 1a and 2a, both 
showing the same average energy of interaction. The 
most important binding mode for ligands of this group 

with the DNA was the minor groove binding mode, with 
the only exception being the ligand 2b, which showed a 
preference for intercalation binding mode interactions. In 
the molecular dynamics simulation, the RMSD analysis 
showed a higher structural stability for minor groove than 
for intercalation binding mode complexes. The migration 
of the ligand along the minor groove was characterized 
by a stepwise process, indicating the existence of energy 
barriers for the sliding of the ligand between a base-pair 
step and other. In all cases, the ligand remained bound 
to the receptor and no change in the binding mode was 
observed, contrary to the case of BTDs.39 Similarly to 
the calculations with the initial structures, the docking 
calculations with the relaxed structures showed more 
favorable interaction for the ligands with nitro group 
than for ligands with methyl group, which on its turn 
showed more favorable energies than the ligands with 
pyridinic ring. This affinity is increased with the addition 
of an amino grouping. The molecular dockings with 
the relaxed structures did not show a clear trend of 
preference of interactions between the intercalation 
and minor groove. In the overall results, the ligand 2a 
(2-(4’-amino-2’-hydroxyphenyl)-6-nitrobenzoxazole) 
exhibited more favorable interactions with DNA than the 
other ligands for all methods. Overall, the results showed 
that all studied ligands can interact with the minor groove 
of the oligonucleotide, but are also able to interact as 
an intercalator. Because of the strong interactions, 
and also their unique photophysical properties, this 
class of molecules may act as potential biological 
probes for DNA, but further studies in vitro and in vivo  
are needed.

Supplementary Information

Supplementary data are available free of charge at  
http://jbcs.sbq.org.br as PDF file.
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