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Abstract - Three phase catalytic hydrogenation reactors are important reactors with complex behavior due to the
interaction among gas, solid and liquid phases with the kinetic, mass and heat transfer mechanisms. A nonlinear
distributed parameter model was developed based on mass and energy conservation principles. It consists of
balance equations for the gas and liquid phases, so that a system of partial differential equations is generated.
Because detailed nonlinear mathematical models are not suitable for use in controller design, a simple linear
mathematical model of the process, which describes its most important properties, was determined. Both
developed mathematical models were validated using plant data. The control strategies proposed in this paper are
a multivariable Smith Predictor PID controller and multivariable Smith Predictor structure in which the primary
controllers are derived based on Internal Model Control. Set-point tracking and disturbance rejection tests are
presented for both methods based on scenarios implemented in Matlab/SIMULINK.

Keywords: Multivariable Smith Predictor; Internal Model Control; Hydrogenation process; Dynamic

mathematical model.

INTRODUCTION

The industrial scale 2-ethyl-hexenal hydrogenation
process produces 2-ethyl-hexanol oxo-alcohol, used
as raw material for dioctyl-phthalate (DOP) or 2-
ethylhexyl-phthalate (DEHP) production. DOP and
DEHP represent around 50% of the global consump-
tion in the production of poly(vinyl chloride) (PVC)
(ICIS,2011;WRI,2009;SRL,2011).

Because the hydrogenation reaction is highly exo-
thermic, the reactor output temperature is of great
importance. Like most of chemical and petro-chemi-
cal plants, the 2-ethyl-hexenal hydrogenation process
presents large time delays and is multivariable by
nature. For multivariable time delay processes, the
control solution will revolve around a multivariable
Smith Predictor. A very important step for the multi-
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variable Smith Predictors is the decoupling of the
process.

The present paper is structured in 8 parts. After
the introduction, the second part describes the hydro-
genation process and also details the actual control
and the new proposed control system. The third part
presents the developed dynamic mathematical models
of the hydrogenation process: the nonlinear distrib-
uted parameter mathematical model and the linear
simplified mathematical model. Both models are
validated using plant data, acquired courtesy of S.C.
Oltchim S.A., Ramnicu Valcea, Romania. In the
control algorithm design procedure for multi-input
multi-output (MIMO) systems, it is necessary a
measure of interactions within MIMO systems,
which can be provided by the Relative Gain Array
(RGA) analysis presented in section four. Sections
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five and six present a multivariable PID controller
design, respectively IMC control design. In section
seven the comparative simulation results between the
two control strategies are presented. The conclusions
represent the last part of the paper.

PROCESS DESCRIPTION

The 2-ethyl-hexenal hydrogenation process is com-
plex, which can take place both in liquid phase or gas
phase in the presence of a catalyst and, besides the
main product (2 ethyl-hexanol), can also form other
side-products like: n-butanol or iso-butanol from
secondary side-reactions. Technological solutions
present both advantages and disadvantages. The gas
phase 2-ethyl-hexenal hydrogenation reaction is
characterized by high energy consumption and great
dimensions of equipment, but has an important ad-
vantage: the possibility to regenerate the catalyst. In
comparison to the gas phase hydrogenation reaction,
the advantages of the liquid phase hydrogenation
reaction of 2-ethyl-hexenal are: low energy con-
sumption, small dimension of equipment, and small
volumes of catalyst. However, the main drawback is
the impossibility of catalyst regeneration. Industrial
scale liquid phase hydrogenation is predominant in
chemical industries and represents the main focus of
the present work.

An important role in the hydrogenation reaction is
played by the catalyst. For the present case study, a
nickel catalyst deposited on silica support was cho-
sen based on the BASF license. This type of catalyst
for the 2-ethyl-hexenal hydrogenation reaction is also
recommended in specific literature (Smelder, 1989).

Several researchers like Bozga (2001) and Cocker
(2011) studied the hydrogenation reaction mecha-
nism. Hence, the reaction mechanism stages for the
present case study are (Bozga et al., 2001; Cocker,
2011): the transport of hydrogen from the gas phase
to the gas-liquid interface; the transport of hydrogen
from the gas-liquid interface to the liquid phase; the
transport of reactants 2-ethyl-hexenal and hydrogen
from the liquid phase to the liquid-solid interface;
reactant adsorption to the active sites of the catalyst;
the chemical reaction between adsorbed reactant
molecules; product desorption from the active sites
of the catalyst; the product transport from the cata-
lyst surface to the liquid phase. The reaction pathway
is expressed as follows (Collins et al., 2009):

H
Rch:$fci3 BAL Rchz—(‘:chis AL R—CHy-CH—CH,—OH
R R R
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where: A is 2-ethyl-hexenal (reactant), B is 2-ethyl-
hexanal (intermediate product) and C is 2-ethyl-
hexanol (final product).

The main parameters that influence the two con-
secutive hydrogenation reactions (the intermediate
product being 2-ethyl-hexanal) are: the pressure,
temperature (input/output), reactor loading, reflux
rate and purity of input reactants (hydrogen, 2-ethyl-
hexenal). The temperature is a critical parameter due
to the fact that the hydrogenation reaction is highly
exothermic with a reaction heat of 25.27 x 10’
kcal/kmol (Smelder,1989). High temperatures favor
side-reactions, but also an input temperature of the
reactants between 90°C and 110°C is necessary in
order to start the reaction. The maximum technologi-
cal recommended temperature inside the reactor is in
the range of 160 °C — 180 °C, depending on the cata-
lyst degree of activity. The solution chosen to main-
tain the temperature below the critical value is the
dilution of the 2-ethyl-hexanal flow with the product
itself (the reflux rate). A typical industrial process
flow diagram of the 2-ethyl-hexenal hydrogenation
process is presented in Figure 1.
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Figure 1: Process flow diagram of a typical 2-ethyl-
hexenal hydrogenation process used in industrial
plants.

As presented before, a parameter of great im-
portance is the reactor loading. This influences the
hydrogenation reaction itself and also the tempera-
ture. It was determined experimentally that a specific
flow ratio between the 2-ethyl-hexenal flow and the
recirculated 2-ethyl-hexanol flow must be main-
tained to carry out the reaction with good parameters
and also to maintain the temperature in the recom-
mended range. The catalyst degree of activity acts as
a disturbance because it influences the hydrogenation
reaction and implicitly the output temperature of the
product. The necessary steps to counteract the effect
of a decrease in the catalyst activity are: to change
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the flow ratio (the recirculated 2-ethyl-hexanol flow
must be decreased) and also to increase the input
temperature of the reactants to start the hydrogena-
tion reaction.

At the present time, the hydrogenation reactor is
operated using an open loop control system, so the
main parameters like 2-ethyl-hexenal input flow rate,
recirculated 2-ethyl-hexanol flow and input tem-
perature of the reactants are maintained at the im-
posed values, without feedback control of output
temperature or 2-ethyl-hexanol output concentra-
tion. This control solution is characterized by a
main disadvantage: it is not fault-tolerant, being
difficult to apply correction methods if one control
loop fails. However, the hydrogenation reactor will
operate in a satisfactory manner if the auxiliary
control loops for flow control of the reactants and
input temperature control of the reactants are work-
ing in good parameters.

At present an operator sets manually the reference
values for the 2-ethyl-hexenal input flow rate, recir-
culated 2-ethyl-hexanol flow and input temperature
of the reactants. The 2-ethyl-hexanol output concen-
tration is measured periodically and, if it is not satis-
factory, the reference values for the main input varia-
bles are adjusted by the accumulated expertise of the
operator. In order to optimize the production, the
authors propose a feedback control system using the
existing infrastructure. The implementation costs are
reduced to the costs of a temperature transducer used
to measure the output temperature of the product.

In order to ensure safe and normal conditions of
operation for the hydrogenation process there are
two main goals of the control strategy. The first goal
is to maintain the temperature at an acceptable value.
This goal can be achieved by assuring a specific
volumetric flow ratio between the 2-ethyl-hexenal
and 2-ethyl-hexanol flow rates. The recirculated
2-ethyl-hexanol flow rate is considered to be the ma-
nipulated variable. The second goal is to ensure a
high conversion of 2-ethyl-hexenal to 2-ethyl-hexa-
nol. This goal can be reached by assuring the neces-
sary input temperature of the reactants to start the
reaction. The input temperature of the reactants
must be increased as the catalyst degree of activity
decreases in time. The input temperature of the
reactants also has an important influence on the
output temperature. Overall, the two considered
control inputs are the 2 ethyl-hexanol flow rate and
the input temperature of the reactants. The output
temperature and product concentration are consid-
ered to be the measured outputs and the input hy-
drogen pressure (P), and 2-ethyl-hexenal flow (Qenal)
act as disturbances.

MATHEMATICAL MODELS

Distributed Parameter Nonlinear Mathematical
Model

An accurate mathematical model is needed to
evaluate the operational challenges and to understand
the processes that occur inside the reactor and also to
develop a more efficient control strategy. In the spe-
cific literature, a number of kinetic studies of the
hydrogenation reaction are reported (Smelder, 1989;
Niklasson, 1987, 1988). However, no mathematical
model of the process is given.

Motivated by these reasons, in previous works
(Both, 2013), a first principle based mathematical
model was developed starting only from some equa-
tions describing the hydrogenation reaction kinetics.
The developed model (Both, 2013), consisting of
numerous partial differential equations and several
algebraic ones, was implemented and validated using
plant data acquired courtesy of S.C. Oltchim S.A.
This model is useful in the design, optimization and
operation of the chemical reactor and especially in
control design and testing. The reaction rate equa-
tions, transport models, energy and mass balances
were coupled and were solved with respect to time
and space with algorithms suitable for partial differen-
tial equations (Attou et al., 1999; Burghardt et al.,
1995, Iliuta et al., 1997).

The equations describing the nonlinear mathe-
matical model used are (Both, 2013):
= The total mass balances for the gas and liquid
phases are (Both, 2013):

oF; oF;
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= The component mass balances for liquid and gas
phases are (Both, 2013):
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= The heat balances for the liquid and gas phases
are (Both, 2013):
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where F; and Fg are the liquid and gas phase flow,
respectively, S is the cross-sectional area, a, is the
specific gas-liquid contact area, Ny is the flux of
hydrogen transferred from gaseous phase to liquid
phase, C.,, is the concentration of 2-ethyl-hexenal,
Counar 18 the concentration of 2-ethyl-hexanal, C,, is
the concentration of 2-ethyl-hexanol, Cﬁ, is the
concentration of hydrogen in the liquid phase and
Cg is the concentration of hydrogen in the gaseous

phase. vph is the transferred hydrogen flow through
the liquid film, adjacent to the catalyst pellet, onto its
surface (Bozga, 2001) and 7; is the rate of surface
reaction i and AgH; is the reaction heat of reaction i.

= The reaction rates are described by (Smelder,
1989):
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k2KanalKHCanalCH2
(1 + Kenalc)nal + Kanulcanal + \[KHCHZ )

where K; is the adsorption equilibrium constant for
component i (i: enal, anal, H), C; concentration of
component i and k; rate constant of surface reaction
L,(i:1,2).

The rate of reaction incorporating the catalyst de-
activation can be obtained as follows:

r2=

- an

ria=ra(t) (12)
where: a is a fraction of active catalyst and 7; is the
reaction rate of species .

For validation of the developed model a con-
siderable number of trials were chosen to compare
simulation results with plant data (NIST, 2011; Gas-
par et al., 2010; Perry et al., 1999; Tobiensen et al.,
2008, Silva et al., 2003) and the two most repre-
sentative cases are presented in Table 1, which em-
phasizes the small differences between the plant data
and simulated values.

Table 1: Data validation.

Run
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Figure 2: 2-ethyl-hexenal and 2-ethyl-hexanol
concentration profile along the reactor height -

RUN 1.

The accuracy of the distributed parameter nonlinear
mathematical model of the process is highlighted by
the evolutions of 2-ethyl-hexenal, 2-ethyl-hexanol con-
centrations and the temperature evolution along the
reactor height, presented in Figure 2 and Figure 3.
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Figure 3: Outlet liquid temperature profile along
the reactor height - RUN 1.
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Operational Mathematical Model

Due to the fact that nonlinear mathematical models
are more accurate, but also too complex for efficient
use in controller design, the authors propose another
approach, to use a simple operational model of the
process which describes its most important proper-
ties (Iancu et al., 2010; Simson et al., 2001).

The linear operational mathematical model was
determined using experimental identification methods
based on plant data, as a transfer function matrix of
second order elements between the main input and
output variables (Both, 2012): the 2-ethyl-hexanol
recirculated flow (Qoct), the input temperature of the
reactants (7in), the output temperature of the product
(Tout) and the output concentration of the product
(Cout).

—S7,

H o (s)= Hfy1(s)-e % Hfjy(s)-e* (13)

Hfy,(s)- e faoc Hfy, (s)- e Sttic

where
K
Hfyy(s) = ——5— 22— (14)
quls + quzs +1
K.
Hfjy(s)=———"—— (15)
Tys™ +Typs+1
K
Hfyy(5) = ——5—= (16)
qucls + qucZS +1
K.
Hfy)(s) = ———— (17

2
tielS T TticZS +1

The input hydrogen pressure (P) and 2-ethyl-hex-
enal flow (Qenal) act as disturbances. The transfer
matrix describing the dependence between the output
variables and the disturbances is:

Hf i (s)-€ % Hf oo (s)-e P
oy i€ B0 |

—ST j00 —S8T
Hf 1410 (8) € 7% Hfpp i (s)-€ 7

where

K
Hfy 4oy () = 52— (19)

2
Too1s™ +Theps +1

e —. 0)
. S)=—-——7—7—
A S T s +1
K
Hf 1415 (8) = L (21)
qucls +quczs+1
KpC
Hf)4ist (5) = 3 (22)
DieS +szcs+l

Following the previous equations, the transfer
matrix of the simplified hydrogenation reactor is:

Tout ‘Qenal‘

+H i, (8):
Coct ais (5)

=H, ()| (23)

Qoct
n

Using the operational mathematical model, the
plant data and the simulation results of the nonlinear
validated mathematical model, analysis of the
dynamical behavior of the simplified model is done.
Figure 4 and Figure 5 present the evolution of the
output temperature (7out) for a +14% step variation
of the 2-ethyl-hexenal input flow and for a step
variation in the 2-ethyl-hexanol recirculated flow.
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Figure 4: Outlet liquid temperature evolution: change
in Qenal.
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Figure 5: Outlet liquid temperature evolution: change
in Qoct.
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The validation of the simplified linear mathemati-
cal model is based on the comparison between equa-
tion results and plant data. The presence of an ac-
ceptable error is emphasized in the previous figures.

RELATIVE GAIN ARRAY (RGA) ANALYSIS

Considerable research effort was dedicated to the
development of control techniques for MIMO pro-
cesses, but it still represents a difficult task in practi-
cal engineering. At the present time, there are two
main directions of approach in control design for
multivariable processes. The first approach supports
the idea to design a centralized MIMO controller,
which implies the use of algebraic decoupling methods
or optimal control theory. However, the result is a
complex controller, difficult to implement. Another
approach is to design a decentralized controller,
which attempts to control a fairly multivariable pro-
cess by separating the control problem into several
SISO (single — input, single - output) systems and
then uses conventional control for each loop. The
advantages of this approach are very clear: simple to
design, easy to implement or tune (fewer parameters);
hence it is more often used in practical applications.
However, the main disadvantage is represented by
the substandard closed loop performance due to in-
teractions between loops. A mandatory step is to
determine the appropriate loop configuration in order
to obtain minimal interactions between loops. This is
achieved by proper pairing of the manipulated and
controlled variables. In the chemical industry the
process complexity reaches up to several hundred
control loops, making input — output pairing a diffi-
cult task. This task is also essential because it can
lead to an unstable overall system, even if the indi-
vidual loops are stable.

In 1996, Bristol (1966) introduced the Relative
Gain Array technique to determine a measure of the
process interactions, giving advice in solving the
pairing problem. This technique considers only the
steady-state gains of the process to determine the
best pairing solution. Due to its simplicity, the RGA
technique was widely used in different applications
and still has the widest application in industry. The
main disadvantage of this technique is represented
by the lack of dynamic information of the process,
which may sometimes lead to an incorrect loop pair-
ing decision. A dynamic version of the RGA tech-
nique was developed by McAvoy (1983). The dy-
namic RGA (DRGA), in comparison with the RGA,
uses the transfer function model instead of the steady-
state gain matrix in order to consider the process

dynamics, giving a more accurate interaction assess-
ment. Xiong (2005) combined in his work the ad-
vantages of both RGA and DRGA by introducing the
concept of an effective relative gain array (ERGA),
which provides an accurate, detailed and easy to
understand description of the dynamic interaction
among individual loops without the need to specify
the controller type.

In this study the RGA technique was used to de-
termine the best control loop pairs and, at the end,
the performances of the selected control loop pairs
are studied. RGA is represented by a matrix with one
column for each input variable and one row for each
output variable. From this matrix one can easily com-
pare the relative gains associated with each input-
output variable pair and match the input and output
variables that have the biggest effect on each other,
while also minimizing undesired side effects. Standard
analysis suggests that RGA elements corresponding
to input-output pairings close to 1 should be pre-
ferred. Negative or large RGA elements are disad-
vantageous as they correspond to loops which may
be nominally stable, but which become unstable if
saturation occurs (e.g. (Bristol, 1966)).

The simplest approach was found to be the use of
the developed linear mathematical model and and to
compute RGA from the steady-state gain matrix. The
steady-state gain matrix is thus obtained with its
elements:

K qo K ti

K K

qgoc tic

Tout
Coct

Qoct
Tin

24

The RGA, for a non-singular square matrix G, is a
square complex matrix defined as RGA(G)=Gx(G~ I)T ,
where x denotes element-by element multiplication
(Hadamard or Schur product).

For the obtained steady-state gain matrix H,

Tout Coct
Qoct (2.1 -0.0049
= 25
PP 1 0011 @5)
and
Tout Coct
Qoct( 1.2692 —-0.2692
RGA(H )= (26)
P Tin { —-0.2692 1.2692

From the RGA matrix one can observe that there
is a strong coupling between Qoct and Tout and Tin
and Coct.
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MULTIVARIABLE SMITH PREDICTOR PID
CONTROLLER DESIGN

The previously presented linear simplified opera-
tional mathematical model of the hydrogenation
process consisting of a transfer matrix Hp, which
describes the influence of the control inputs u on the
controlled outputs y (Tout, Cout), and a transfer ma-
trix Hgis, describing the effect of disturbances in the
feed z (the input 2-ethyl-hexenal flow Qenal, hydro-
gen pressure P) on the outputs y is used in order to
develop a multivariable PID controller.

y=H,-u+D-z (27)

Both matrices Hp and D are (2,2)-matrices.

5Tq0 .
Ko K-
2 2
quls +qu25+1 Ti8° + s +1
Hp= e - (28)
qoc — ST,
Kyoc € K, -e e
2 2
qucls +Tq002s+1 Tticls +T;ic2s+1
—ST e —ST
qu‘es‘” Kp‘esp
2 2
T s +T ,s+1 T .s"+T ,s+1
gel qe2 pl p2
D: —ST, —ST (29)
quc-e aec Kpc-e pe
2 2
qucls +Tq602s+1 Tplcs +szcs+1

The hydrogenation process is characterized by the
presence of time delays. A typical approach to deal
with time delay is the non-delayed output prediction
(Melo, 2008; Wang, 2008). The non-delayed output
may be estimated and the controller can be computed
as for a process without delay. The most popular
output predictor is the Smith Predictor, Figure 6.

Figure 6: Smith predictor structure.

For the controller design the transfer matrix of the
process without disturbance is used:

—sT, P
qu e Kti WAL
2 2
quls + quzs +1 Tys™ +Ts+1
S)= .=
P —ST 0
quc e 1 K, - thic

(30)

2 2
T, oclS t qucZS +1 Tticls + T;ic2s +1

q
—ST,

Hfyy(s)-e "% Hfjy(s)-e
Hf21 (s) . e—STq{;c Hf22 (s) . e*ST”-C

The desired multivariable controller matrix has the
following form [34]:

HRy(s) HRy,(s)

(€20
HRy,(s)  HRy,(s)

HR(S):‘

where HR|;, HRy, are designed for the direct control
of the outputs and HR,, HR,, are designed to com-
pensate the coupling effect.

Considering the large time delays of the plant the
Smith Predictor structure is used, presented in Figure 7.

Figure 7: Closed loop control scheme using the Smith
predictor structure.

All the controllers are computed using the imposed
phase margin design method, for 7k* =60 .
The obtained controllers are:

Brazilian Journal of Chemical Engineering Vol. 33, No. 01, pp. 155 - 168, January - March, 2016



162 Roxana Both, Eva-Henrietta Dulf and Ana-Maria Cormos

HRy,(5)=13259( 14— |,
102.3018-s

HR]Z(S) = 27733(1 + m],

HRy,(s) = 595.6621 14 ———|:
90.4977 - 5

1
HR,,(s)=223.8721| 1+ ——— |;
2(5) ( 119.0476-sj

INTERNAL MODEL CONTROL DESIGN

As presented before, the most popular structure for
time delay compensation is the Smith Predictor struc-
ture. A very important step in the multivariable Smith
Predictor structure is the decoupling of the process.
A modified multivariable Smith Predictor structure
was proposed by Wang, Zou and Zhang (Wang et al.,
2000). In this case the decoupling matrix is com-
puted in frequency domain. More recently the Internal
Model Control (IMC) method was used in order to
compute the decoupling matrix (Wang et al., 2002).
Chen et al. (2011) used the IMC method only as an
intermediary step in order to compute the final con-
troller — a matrix of PI controllers. The method used
in this paper is based on the approach proposed by
Pop et al. (2011) in which the IMC controllers are
used as final controllers.

The model of the process is assumed to be equal
to the process transfer function matrix Hp, presented
before:

i ()< Fn@e " Higg (e

Hfyy,.(s)- e faoc Hfyy,, (5) e Sttic

The next steps in order to design the IMC control-
lers are: a) Determine the pseudo-inverse matrix; b)
Determine the decoupled process; ¢) Approximate the
elements on the first diagonal of the steady-state de-
coupled process matrix; d) Design the IMC controllers.

The method used to decouple the multivariable
system is the pseudo-inverse (Skogestad, 2011) of
the steady state gain matrix:

H 11m0 Hfl 2m0

(34)
HfZ 1m0 Hf22mO

Hm(0)=‘

The pseudo-inverse is computed based on the fol-
lowing equation (Skogestad, 2011):

H} =H, (0" (H,(0) H, (0)")" (35)

where H, Z is the pseudo-inverse which will act as a

pre-compensator matrix.
The decoupled multivariable process is done by:

Hfva  Hfioa

(36)
HfZld Hf22d

HD(s>=Hm<s>~H,i=‘

The matrix (36) represents the steady-state decou-
pled process, in which all elements are weighted sums
of the original transfer functions Hfj; ", Due to

the static decoupling, the steady-state matrix
Hp(s)=0 will be equal to the unit matrix. In this
way all the elements which are not on the first diago-
nal will be equal to zero.

The next step is to approximate the elements on
the first diagonal of the matrix Hp(s) with simple

transfer functions:

Hf i ()~ Hf 31y () 37)

The elements on the first diagonal, approximated
by the transfer function given in (37), will be used
for controller design.

The approximation of each element Hfiid*(s) can

be obtained by using genetic algorithms or graphical
identification methods (Chen et al., 2011).

The next step is to design the IMC controller as
follows (Chen et al., 2011):

HR () = Hf g iy () £(5) (38)

where f'(s) is the IMC filter and Hf,-,-dfinv* (s) repre-
sents the invertible part of Hﬁid* (s). The IMC filter is
computed as:

1
= 39
1= (39)

where 4; is the time constant of the filter associated
with each output and # is chosen such that the final
IMC controller is proper. The parameters of the IMC
controller will be tuned in accordance with the im-
posed performance values of overshoot and settling
time. Figure 8 and Figure 9 show the closed loop
response of Hfj,; and Hf,,; considering different

values of the IMC filter, 4 =5, 10, 15, 20. Analyzing
the simulation results in terms of settling time and
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overshoot, the final IMC controllers for the case
study results in the following transfer function:

1000s +55.85s +1

40052 + 405 +1

(40)
20001s* +87.25 +1
HR =
IMC2 2
100s~ +20s +1
452
4501
4481
% — =5
3 446 ---2=10
= -
444- A=20
4421
440 L L L
1000 1500 2000 2500 3000
Time [s]
Figure 8: Tuning of the controller IMC,.
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Figure 9: Tuning of the controller IMC,.

Figure 10 presents the closed loop control scheme
using delay compensator and IMC controller. The

Moore-Penrose pseudo-inverse H, fl is used as a pre-
compensator for the process H ,(s), the model H,,(s)

and the fast model ﬁm (s) (the process model without
the time delays). H D* (s) is the transfer function ma-

trix of all elements Hf,-l-d* (s)and 1:1; (s) is the transfer
function matrix H D* (s) without the time delay.

Figure 10: Closed loop control scheme using IMC
controllers.

SIMULATION RESULTS

For analysis purposes both control structures were
implemented in Matlab/SIMULINK (Matlab User
Guide, 2008). The simulation scenarios are presented
in comparison for the two control strategies in order to
conclude the results. The two main objectives of the
scenarios are the set-point tracking analysis and dis-
turbance rejection analysis. Due to the fact that, for
both control strategies, the controllers were designed
based on the linear model of the process, it is neces-
sary to test the robustness of the control strategies
considering the variation of the model parameters.
This analysis is performed in the third simulation
scenario.

The first simulation scenario is focused on testing
the set-point tracking performances of the designed
control strategies.

To this end a reference step variation of 10 K for
the output temperature of the product at t=10s is
considered. Figure 11 presents the evolution of the
output temperature while Figure 12 shows the influ-
ence of the reference step variation for the output
temperature on the 2-ethyl-hexanol concentration.
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B
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Figure 11: Output temperature evolution for a step
variation on input 1.
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Figure 12: 2-Ethyl-hexanol concentration evolution
for a step variation on input 1.

For the same analysis a reference step variation of
0.25 [kmol/m’] is considered for the 2-ethyl-hexanol
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output concentration. The evolution of the 2-ethyl-
hexanol concentration is presented in Figure 13. and
the influence of the reference step variation on the
output temperature is detailed in Figure 14.

To reach the second objective of the section, the
second simulation scenario is focused on the disturb-
ance rejection analysis of the designed control strate-
gies. Figure 15 and Figure 16 present the effects of a
0.25 [kmol/m’] disturbance in 2-ethyl-hexenal flow
on the two considered outputs.

452
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4481 ---IMC
—PID
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438

0 1000 2000 3000 4000 5000 6000
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Figure 13: Output temperature evolution for a step
variation on input 2.
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Figure 14: 2-Ethyl-hexanol concentration evolution
for a step variation on input 2.
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Figure 15: Output temperature evolution for a dis-
turbance in 2-ethyl-hexenal flow.
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Figure 16: 2-Ethyl-hexanol concentration evolution
for a disturbance in 2-ethyl-hexenal flow.

From all the above figures it can be concluded
that the IMC control strategy presents better perfor-
mances in comparison with the MIMO PID control.
Another advantage of the method is that it is more
straightforward and easy to design. The minor disad-
vantage is the Lag-Lead form of the controllers op-
posite to the classical PID forms.

The last objective of this section is to test the ro-
bustness of the designed control strategies. To this
end, the following figures present the evolution of
the output temperature and 2-ethyl-hexanol concen-
tration considering a reference step variation for both
variables and also the variation of the uncertain pa-
rameters of the linear plant.

The closed loop simulations using the multivaria-
ble Smith Predictor PI controller under nominal pa-
rameter values (solid black line), as well as the simu-
lations considering the variation of the uncertain
parameters of the linear plant (solid grey lines), for a
reference step variation of the output temperature are
presented in Figure 17 and Figure 18. The uncertain
parameters considered are the time constants of the
process as well as the gain parameter.

454 f\/\ T
452f Mk=__ 1
450 d 4
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440 1 . 1 1
1000 2000 3000 4000 5000 6000
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Figure 17: Output temperature evolution for a step
variation on input 1— nominal case vs. uncertain case
(PID).
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Figure 18: 2-Ethyl-hexanol concentration evolution
for a step variation on input 1— nominal case vs. un-
certain case (PID).

The closed loop simulations using the multivaria-
ble Smith Predictor PI controller under nominal pa-
rameter values (solid black line), as well as the simu-
lations considering the variation of the uncertain
parameters of the linear plant (solid grey lines), for a
reference step variation of the 2-ethyl-hexanol con-
centration are presented in Figure 19 and Figure 20.
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Figure 19: Output temperature evolution for a step

variation on input 2— nominal case vs. uncertain case

(PID).
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Figure 20: 2-Ethyl-hexanol concentration evolution
for a step variation on input 2— nominal case vs. un-
certain case (PID).

In order to choose the control algorithm with the
best performances, the same simulation scenario is
considered for the IMC controller. To this end, the
closed loop simulations using the IMC controller in
Smith Predictor structure under nominal parameter
values (solid black line), as well as the simulations
considering the variation of the uncertain parameters
of the linear plant (solid grey lines), for a reference
step variation of the output temperature are presented
in Figure 21 and Figure 22.
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Figure 21: Output temperature evolution for a step

variation on input 1— nominal case vs. uncertain case

(IMC).
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Figure 22: 2-Ethyl-hexanol concentration evolution
for a step variation on input 1— nominal case vs. un-
certain case (IMC).

The closed loop simulations using the IMC con-
troller in Smith Predictor structure under nominal
parameter values (solid black line), as well as the
simulations considering the variation of the uncertain
parameters of the linear plant (solid grey lines), for a
reference step variation of the 2-ethyl-hexanol con-
centration are presented in Figure 23 and Figure 24.

Based on the simulation results presented, it can
be concluded that the most appropriate control strat-
egy with satisfactory results is the IMC control strat-
egy in Smith Predictor structure.

It can be observed that the differences between
the performances of the nominal and perturbed sys-
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tems are smaller than in the case of classical control,
Figure 17 to Figure 24. It must be mentioned that the
simulation scenarios are considered for four extreme
points of operation, implying a very large range of
parameter variation. If the variation range of the
uncertain parameters is smaller, in normal operation
conditions, the differences between the performances
of the nominal and perturbed systems are very small.

445

440

435 —

Tout [K]

430

4251

420 L L L L L
0 1000 2000 3000 4000 5000 6000

Time [s]

Figure 23: Output temperature evolution for a step
variation on input 2— nominal case vs. uncertain case
(IMC).
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Figure 24: 2-ethyl-hexanol concentration evolution

for a step variation on input 2— nominal case vs. un-

certain case (IMC).

CONCLUSIONS

This paper describes the two control strategies of
an important chemical process, the 2-ethyl-hexenal
hydrogenation process, in a catalytic fixed-bed reac-
tor. This process is a nonlinear system with dis-
tributed parameters. However, it is possible to de-
scribe the processes that occur inside the reactor by a
linear nominal transfer matrix.

Several simulation scenarios are considered in or-
der to choose the control algorithm with the appro-
priate performances. The simulation results pre-
sented in the sixth section of the paper show that the

IMC control presents better performances for set-
point tracking and also for disturbance rejection
tests, and better robustness, so it is recommended for
implementation. Additionally, this method reduces
the design burden of the controllers.

NOMENCLATURE
G molar concentration (kmol/m?)
Cpi specific heat capacity (kJ/kmol K)
F volumetric flow rate (m?/s)
T Temperature (K)
ARH  reaction heat (kJ/kmol)
K adsorption equilibrium constant, component
i (m’/mol)
k rate constant of surface reaction j (mol/s kg)
Huo Henry’s law constant
\% velocity (m/s)
S reactor cross-sectional area (m?)
molecular mass (kg/kmol)
a, specific gas-liquid contact area (m™)
rate of surface reaction (mol/s kg)
t time (s)
z axial reactor coordinate
Greek Letters
p density (kg/m®)

Subscripts/Superscripts

G gas phase

L liquid phase

1 H,, 2-ethyl-hexenal, 2-ethyl-hexanal,
2-ethyl-hexanol

i 2-ethyl-hexenal hydrogenation reaction,

2-ethyl-hexanal hydrogenation reactor
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