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Abstract: The presented development is an intelligent diagnostic system for transformers that studied 

machine learning techniques to determine the operational status of these transformers. The study of these 

techniques is initiated by observing the quantities that define the operational behavior of large transformers, 

aiming to identify anomalies in their operation from data from sensors that equipment it in the functioning 

environment. This large power transformer has a theoretical service life of above 20 years and a low failure 

rate. Thus, obtaining failure values, which have their evolution monitored for large transformers, is almost nil. 

Therefore, a supervised machine training methodology to diagnose these cases is practically unfeasible. The 

study carried out with several traditional intelligent techniques can verify this. Several supervised methods 

(Closest Neighbor K-th Neighbor, Support Vector Machine, Radial Base Function, Decision Trees, Random 

Forest, Neural Network, AdaBoost, Gaussian Naive Bayes, and Quadratic Discriminant Analysis) were 

studied. 

Keywords: Artificial Intelligence; Power Transformers; Data Analytics; Intelligent Techniques. 

HIGHLIGHTS 
 

• Intelligent diagnostic system for power transformers. 

• Defining the operational behavior of large transformers. 

• Ten intelligent classifiers were tested to establish the operational condition of power transformers. 
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INTRODUCTION 

The power transformer is a critical element in the connections of the electrical power system. In addition, 
it is one of the most expensive and essential equipment of the substations, so the management of this asset 
is vital for maintaining the reliability of the operation of the entire system [1].  

It is responsible for transforming voltage levels in the electrical system, either by raising a voltage (when 
it is called an elevator transformer and is usually positioned in a substation of a plant) or when reduced by 
the voltage. This latter type of transformer is located in lowering substations or urban distributions when 
placed on poles or in the power input booth [2, 3]. 

In addition to this classification, transformers may receive other ratings linked to their position in the 
system, voltage classes and function in the power grid. In this work, the transformers of interest are those 
called large size, those that conduct large blocks of power of the order of megawatts. 

The reliability of these large transformers not only affects the availability of large blocks of electricity but 
can also lead to technical-economic losses with consequences that can be significant in commercial and 
environmental terms, often generating substantial fines and outgoing profit problems [4-6]. Thus, the need 
for detecting and identifying anomalies in its initial stage of development for possible preventive action is 
justified, which is essentially achieved with continuous monitoring of the transformer. Monitoring this type of 
transformer costs very little to the price of a unit of this equipment, which can easily reach the order of millions 
of dollars [7]. 

Thus, it should be noted in this monitoring that during any failure or defect of the transformer, the integrity 
of its mechanical, dielectric, and thermal parts can be affected, alone or jointly, causing its electrical 
parameters to vary to those considered normal of its operating state. Incipient anomalies can evolve and, for 
example, cause deterioration of dielectric insulation, such as in cases of short circuits and electrical 
overvoltages in transients and their operative maneuvers. 

This procedure of detecting and monitoring defects in any asset is inserted in predictive maintenance, in 
which trend analyses and predictions of possible asset downtimes are made. 

This paper presents another step toward an extensive transformer monitoring system, where several 
methods based on Artificial Intelligence techniques are analyzed, with the mission of defining the operational 
state of the transformer. These methods are compared in light of several criteria using existing data in public 
databases to determine the best characteristics of the data types usually found in these monitoring systems. 

Problems with the existing monitoring systems 

Despite all these facts, which unequivocally show the advantages and the need to monitor large 
transformers, not all have operational monitoring systems. Most of them have only monitoring systems 
restricted to specific transformer functions, for example, the quality of insulating oil, several of which are 
offline. 

Insulating oil for any transformer (but much more for large ones) is essential to know where in internal 
connections, corrosion of metal parts, and degradation of insulating paper, among many other aspects [8]. It 
is said in the electrical sector that "the analysis of insulating oil is for the transformer, as the blood test is for 
the analysis of a human patient." 

The condition and analysis of the oil are only one of several that can be studied in a transformer. Needs 
of its high voltage bushings, work at high temperatures, overloads, large transients, operations outside the 
standard operating regimes, and presence of harmonics, among many others, are essential observation 
points for monitoring large transformers. However, these monitoring and their consequent survey of 
measured values generate a wide range of data and information that must be processed to respond to the 
observed transformer's operational state. 

The complexity of the information available to detect incipient defects and the simultaneous existence of 
various defects are the main reasons for the search for more efficient diagnostic systems, such as those 
based on pattern recognition techniques or strategies with machine learning. 

Unfortunately, transformer monitoring systems available in the market have two characteristics that 
negatively affect the present work. The first is linked to being these systems primarily proprietary. The data 
is acquired, processed and delivered to the user only as the result of the analysis. Nothing is said about the 
data, which is recorded in databases with its format and that can only be accessed by the computer program 
of the company that built the monitoring system. Even the power utility, which owns the transformer and the 
monitoring system, does not have clear access to the measurement database. And in the event of having 
this access, the second harmful characteristic comes to this work, which is the non-public disclosure of these 
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data, which are treated as confidential and considered almost a competitive secret by the concessionaires. 
Thus, few public transformer databases are available for testing data analytics techniques.  

The development of this paper is part of a broader project aimed at developing a monitoring and 
diagnostic system for significant power transformers of Brazil's most prominent fuel oil power plant. 

This work should develop a computational tool for analyzing the data available on the server, which will 
be integrated into the asset management system to issue an output related to the degree of criticality of the 
asset. 

Several techniques of extracting characteristics were studied, using public databases from tests and 
transformer monitoring. These bases do not contain the same largeness found in this project, but the 
challenge is establishing the best technique, which will be implemented in the monitoring system. 

Presentation of the used database 

This section shows the features of the used database. This database is a complete database that has 
all sectors of the hypercube with at least one representative example, while an incomplete database has 
some sectors without examples. The complete database is separable, meaning hyperplanes can be perfectly 
divided into the hypercube. 

The public database used in this study has 6437 rows (samples) and 13 columns, 12 columns of input 
data (attributes) and 1 column output with the results. Figure 1 shows part of the used database. 

 

 

Figure 1. Part of the public database used in this study 

Developed classification system 

In this study, a classification system was developed to evaluate transformer databases. Nine traditional 
intelligent classification techniques were used: k-Nearest Neighbors (kNN) [9], Support Vector Machine 
(SVM) [10], Support Vector Machine using Radial Base Function (RBF-SVM) [11], Decision Tree Learning 
(DT) [12], Random Forest (RF) [13], Multilayer Perceptron Neural Network (MPNN) [14], AdaBoost (AB) [15], 
Naive Bayes (NB) [16], and Quadratic Discriminant Analysis (QDA) [17]. 

 

Presentation of the Classification System Program 

The classification system was developed using the Python language on the Google Collaboratory 
platform. An interactive environment called the Colab notebook allows you to write and execute code, which 
does not need to be configured and runs in the cloud. The system features five blocks of code or notebooks, 
described below: 
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Block 1: In this block, the Pandas' library (data analysis and manipulation tool developed based on the 
Python programming language), the reading of a CSV file and assigning the data from that file to a dataset 
variable, is imported. 

 
Block 2: The panda describe() function, which presents basic statistical details of a series of numerical 

values, was used to evaluate the data of each column of the dataset, such as the amount of data, the mean 
of the values, the standard deviation, and the distribution of the data in quartiles (minimum, 25%, 50%, 75% 
and maximum). 

 
Block 3: This block converts the output column into classes and is assigned to the y vector using the 

cut() function. It also removes the column from the dataset y vector through the drop function. It normalizes 
the data from dataset x through the StandardScaler function since some classifiers work only with normalized 
values, as shown in Figure 2. 

 

 

Figure 2. Normalization of input data and classification of outputs as classes 

 
Block 4: Traditional intelligent classification techniques from the sklearn library are imported: 

MLPClassifier, GaussianNB, SVC, DecisionTreeClassifier, RandomForestClassifier, KNeighborsClassifier, 
Quadratic Discriminant Analysis, and AdaBoostClassifier. Two vectors were used, one with the names of the 
techniques (KNN, SVM, RBF-SVM, DT, RF, MPNN, AB, NB, and QDA) and the other of the classifiers and 
their parameters, as shown in Figure 3. 

 
Block 5: K-fold cross-validation is used, an intensive computational technique that uses all available 

samples as training and test samples. More accurate results can be achieved with this to other methods of 
cross-validation. Given a hypothetical database, and by setting the k=10, the database will be divided into 
ten subsets. After splitting into subsets, a subset will be used in model validation, and the remaining sets will 
be used as training. The cross-validation process is then repeated K (10) times so that each of the K subsets 
is used exactly once as a test for model validation. For example, for data 10 subsets B1, B2, ..., and B10, the 
first step of K-Fold is to use B1 for testing and from B2 to B10 for training. In the second step, B2 is used for 
testing, and everything else for training, including B1 used for testing in the first step, the third step until the 
tenth will be applied the same logic successively. The final result of K-Fold validation is the average classifier 
performance in the K tests. Repeating the tests several times increases the reliability of the estimation of the 
accuracy of the classifier. With the defined sets, the classifiers are trained where a report of each classifier 
is printed, showing the main classification metrics, as shown in Figure 4. 
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Figure 3. Loading the classifier libraries and adjusting the parameters 

 

Figure 4. Network training using the k-fold method 

In response after training, the program presents a classification report for each of the classification 
techniques used. For report generation, some features of the Scikit-learn library are used for the metrics, as 
shown below in the next topic. 
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Scikit-learn Library Features 

Scikit-learn is an open-source machine learning library that supports supervised and unsupervised 
learning. It also provides several tools for model tuning, data preprocessing, model selection and evaluation, 
and various other utilities. 

Classification of k-Nearest Neighbors 

k-NN classifier (here called sklearn.neighbors) is a type of neighbor-based classification based on 
instance-based learning or non-generalizing learning: it does not attempt to build a general internal model 
but simply stores instances of training data. The ranking is calculated from a simple majority of votes from 
the nearest neighbors to each point: a query point is assigned to the data class with the most delegates within 
the nearest neighbors. 

Classification of Support Vectors Machine 

SVC (here called sklearn.svm) is a machine learning algorithm for classification and regression. The 
implementation is based on libsvm. The adjustment time is scaled at least to quadratic with the number of 
samples and can be impractical beyond tens of thousands of samples.  

Classification of Decision Tree 

DT classifier (here called sklearn.tree) is a nonparametric supervised learning method used for 
classification and regression. The goal is to create a model that predicts the value of a target variable by 
learning simple decision rules inferred from data resources. A tree can be seen as a constant approximation. 

Classification of Random Forest 

RF classifier (here called sklearn.ensemble.randomforestclassifier) is a meta-estimator that fits into a 
series of decision tree classifiers in multiple subsamples of the dataset and uses the mean to improve 
predictive accuracy and control over docking. The sub-sample size is controlled with the parameter if 
(default); otherwise, the entire dataset is used to construct each tree. 

Classification of Neural Networks 

The NN classifier is a multiple-layer perceptron classifier (here called 
sklearn.ensemble.neuralnetclassifier). This model optimizes the log loss function using LBFGS or stochastic 
gradient descent. The MPNN classifier trains iteratively because, at each moment, the partial derivatives of 
the loss function to the model's parameters are computed to update the parameters. A regularization term 
can also be added to the loss function that reduces model parameters to avoid over-adaptation. This 
implementation works with data represented as dense NumPy arrays or sparse arrays of floating-point 
values. 

Classification of AdaBoost 

AB classifier (here called sklearn.ensemble.adaboostclassifier) is a meta-estimator that begins by fitting 
a classifier into the original dataset and then snaps into additional copies of the classifier in the same dataset. 
However, the weights of incorrectly classified instances are adjusted so that subsequent classifiers focus 
more on complex cases. 

Classification of Naive Bayes 

Gaussian NB (here called sklearn.naive_bayes) is an algorithm based on Thomas Bayes's discovery to 
make machine learning predictions. The term "naive" refers to the way the algorithm analyzes database 
resources: it assumes that the resources are independent of each other. You can perform online updates to 
template parameters via partial_fit. The probability of the characteristics is considered Gaussian. Parameters 
are estimated using maximum probability. 

Classification of Quadratic Discriminant Analysis 

QDA (here called sklearn.discriminant_analysis) is a classifier with a quadratic decision limit generated 
by the adequacy of class conditional densities to the data and using the Bayes rule. The model fits into a 
Gaussian density for each class. Linear and Quadratic Discriminant Analysis are two classifiers with, as their 
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names suggest, a linear and quadratic decision surface, respectively. These classifiers are attractive because 
they have closed-form solutions that can be easily computed, are inherently multiclass, have proven to work 
well in practice and do not have hyperparameters to tune into. 

Classification Metrics Used in the Classification Process 

The main ranking metrics, called sklearn.metrics.classification_report, create a report showing the main 
ranking metrics: precision, recall, f-measure, support, macro average, weighted average, and sample 
average. Reported averages include: 

• macro average - average of the unweighted average per label; 

• weighted average - mean weighted average per label; and 

• sample average - available only in the multilabel classification. 
 
The first classification metrics used precision, recall, and support concepts, here called 

sklearn.metrics.precision_recall_fscore_support, are calculated for each class: 

• Precision is the ratio indicated in (1), where P is the number of true positives and FP s the number of 
false positives. This metric is intuitively the classifier's ability not to label as positive a negative sample. 

precision = TP/((TP+FP)) (1) 

 

• Recall (called Sensitivity) is the ratio indicated in (2), where TP is the number of true positives and FN 
is the number of false negatives. The recall is intuitively the classifier's ability to find all positive 
samples. 

recall = TP/((TP+FN)) (2) 

 

• Support is the number of samples in which each metric was calculated. For unbalanced classes, with 
a significant variation of support values, the classifier may tend to classify the new cases as being of 
the class that had the most examples during training. 

 
The second classification metrics used F1 score, accuracy, and macro average. 

• The harmonic mean of precision and recall gives a class's F1 score (f1-score). It combines accuracy 
and recalls into a metric, as indicated in (3). Since its value is high, the accuracy obtained is relevant. 
VP, VN, FP, and FN measured values do not present significant distortions. It can also be interpreted 
as a measure of accuracy and reliability. 

F1 = 2 (precision * recall) / (precision + recall) = TP / (TP+ (FP+FN)/2) (3) 

 

• Accuracy is the fraction of correct predictions; that is, among all classifications, how many the model 
correctly classified testifies the overall performance of the model, as shown in (4). 

accuracy = (TP+TN) / (TP+FP+FN+TN) (4) 

 

• Macro average is the average of the unweighted mean per class. Calculates the metric independently 
for each class and then gets the average of them (handling all classes equally). The weighted average 
is the average of the support-weighted average for each class. Calculates the metric independently 
for each class and then gets their weighted average. 

 
Each metric has its peculiarities that should be considered when choosing how the classification model 

will be evaluated. One should not think of one metric as better or worse than the other in general, but rather 
the problem should be analyzed and the one that best fits. 

One of the ways to analyze the results is to observe the accuracy, verifying that the F1 score followed 
the mean value of accuracy and recall, so the accuracy obtained is reliable, and the model can be classified 
as good or bad. 

Another way is to observe for each class the different combinations of recall and precision, which have 
the following meanings: 
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• High recall + high precision: The model perfectly handles the class. 

• Low recall + high accuracy: The model cannot detect the class well but is highly reliable when it does. 

• High recall + low accuracy: The class is well caught, but the model includes points from other classes. 

• Low recall + low accuracy: The class is mishandled by the model. 

Results using the Complete Database 

This section presents the results using a complete public database described above, applying intelligent 
techniques. This section starts with the adjustments used in each approach. 

Changes in the Parameters of Intelligent Classification Techniques  

For the KNeighborsClassifier, the parameter n_neighbors (number of neighbors to be used by default) 
was changed because the parameter with the possibility of higher results and the range of values used in the 
tests are presented. 
Default Parameters 

KNeighborsClassifier(n_neighbors=5, *, weights='uniform', algorithm='auto', leaf_size=30, p=2, 
metric='minkowski', metric_params=None, n_jobs=None, **kwargs) 
Original code parameters 

KNeighborsClassifier(n_neighbors=3, weights='uniform', algorithm='auto') 
Test Parameters: 

n_neighbors = varying from 3 to 10, with step of1 
 
For the Linear SVM classifier, the parameter C_Regularization_parameter was changed, as it is the 

parameter with the possibility of the greatest change in results and the ranges of values used in the tests. 
Default Parameters 

SVC(*, C=1.0, kernel='rbf', degree=3, gamma='scale', coef0=0.0, shrinking=True, probability=False, 
tol=0.001, cache_size=200, class_weight=None, verbose=False, max_iter=- 1, 
decision_function_shape='ovr', break_ties=False, random_state=None) 
Original code parameters 

SVC(C=0.025, kernel='linear', degree=3, gamma='scale') 
Test Parameters: 

C= 0.025 til 1, with step of 0.025 
degree = linear 
 
For the RBF SVM classifier, the parameters C_Regularization and training_Gama_parameter were 

changed, as they are the parameters with the possibility of greater changes in the results and their ranges of 
values used in the tests. 
Default Parameters 

SVC(*, C=1.0, kernel='rbf', degree=3, gamma='scale', coef0=0.0, shrinking=True, probability=False, 
tol=0.001, cache_size=200, class_weight=None, verbose=False, max_iter=- 1, 
decision_function_shape='ovr', break_ties=False, random_state=None) 
Original code parameters 

SVC(C=1.0, kernel='rbf', degree=3, gamma=2) 
Test Parameters: 

C = 0.25 til 2, with step of 0.25 
degree = RBF 
gamma = 1 a 10, with step of1 
 
For the classifier, the parameters max_depth_parameter maximum depth of the tree and 

min_samples_split_parameter (of the minimum number of samples required to be on a node) were changed, 
as they are the parameters with the possibility of further changes in the results and their ranges of values 
used in the tests.DecisionTreeClassifier 
Default Parameters 

DecisionTreeClassifier(*, criterion='gini', splitter='best', max_depth=None, min_samples_split=2, 
min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features=None, random_state=None, 
max_leaf_nodes=None, min_impurity_decrease=0.0, min_impurity_split=None, class_weight=None, 
ccp_alpha=0.0) 
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Original code parameters 
DecisionTreeClassifier(criterion='gini', splitter='best', max_depth=5, min_samples_split=2) 

Test Parameters: 
max_depth = 1 til 10 
min_samples_split = 2 til 10, with step of1 
 
For the RandomForestClassifier classifier, the parameters n_estimators_parameter (with the number of 

trees in the forest), max_depth_parameter (with the maximum depth of the tree), and 
max_features_parameter (with the number of resources to be considered when searching for the best 
division) were changed, because they are the parameters with the possibility of greater changes in the results 
and their ranges of values used in the tests. 
Default Parameters 

RandomForestClassifier(n_estimators=100, *, criterion='gini', max_depth=None, min_samples_split=2, 
min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_features='auto', max_leaf_nodes=None, 
min_impurity_decrease=0.0, min_impurity_split=None, bootstrap=True, oob_score=False, n_jobs=None, 
random_state=None, verbose=0, warm_start=False, class_weight=None, ccp_alpha=0.0, 
max_samples=None) 
Original code parameters 

RandomForestClassifier(n_estimators=10, max_depth=5, max_features=1) 
Test Parameters: 

n_estimators = 1 til 100, with step of 1 
max_depth = 3 til 7, with step of 1 
max_features = 1 til 10, with step of 1 
 
For the Neural Net classifier, the parameters hidden_layer_sizes_parameter (which represents the 

number of neurons in the hidden layer), alpha_parameter penalty (regularization term), 
learning_rate_init_parameter (which means the initial rate of learning used), and max_iter_parameter (with 
the maximum number of iterations) were changed, because they are the parameters with the possibility of 
significant changes in the results and their ranges of values used in the tests. 
Default Parameters 

MLPClassifier(hidden_layer_sizes=100, activation='relu', *, solver='adam', alpha=0.0001, 
batch_size='auto', learning_rate='constant', learning_rate_init=0.001, power_t=0.5, max_iter=200, 
shuffle=True, random_state=None, tol=0.0001, verbose=False, warm_start=False, momentum=0.9, 
nesterovs_momentum=True, early_stopping=False, validation_fraction=0.1, beta_1=0.9, beta_2=0.999, 
epsilon=1e-08, n_iter_no_change=10, max_fun=15000) 
Original code parameters 

MLPClassifier(hidden_layer_sizes=(100,), activation='relu', solver='adam', alpha=1, batch_size='auto', 
learning_rate='constant', learning_rate_init=0.001, max_iter=1000) 
Test Parameters: 

hidden_layer_sizes = 100 til 10000, with step of 1000. 
alpha = 0 til 0.001, with step of 0.0002 
learning_rate_init = 0.0001 til 0.001, with step of 0.0002 
max_iter = 1000 til 10000, with step of 1000 
 
For the AdaBoost classifier, the parameters n_estimators_parameter (where the maximum number of 

estimators in which the perfect fit is terminated) and learning_rate_parameter (where the weight is applied to 
each classifier in each iteration) were changed. It occurs because they are the parameters with the possibility 
of greater changes in the results and their ranges of values used in the tests. 
Default Parameters 

AdaBoostClassifier(base_estimator=None, n_estimators=50, learning_rate=1.0, algorithm='SAMME.R', 
random_state=None) 
Original code parameters 

AdaBoostClassifier(n_estimators=50, earning_rate=1.0) 
Test Parameters: 

n_estimators = 1 til 100, with step of 1 
learning_rate = 0,5 til 2,0, with step of 0,5 
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For the Naive Bayes classifier, the changed parameter var_smoothing_parameter (with the largest 
variance of all the features that is added to the variances for calculation stability) was changed, as it is the 
parameter with the possibility of greater change in the results and the ranges of values used in the tests. 
Default Parameters 

GaussianNB(*, priors=None, var_smoothing=1e-09) 
Original code parameters 

GaussianNB(var_smoothing = 1e-9) 
Test Parameters: 

var_smoothing = 1e-9 til 1e-6, with step of 2e-8 
 
For the QuadraticDiscriminantAnalysis classifier, the parameters reg_param_Parameter (that 

regularizes the estimates of covariance by class) and store_covariance_parameter (where ever true, class 
covariance matrices are explicitly calculated and stored in the self.covariance attribute) was changed, 
because they are the parameters with the possibility of significant changes in the results and their ranges of 
values used in the tests. 
Default Parameters 

QuadraticDiscriminantAnalysis(*, priors=None, reg_param=0.0, store_covariance=False, tol=0.0001) 
Original code parameters 

QuadraticDiscriminantAnalysis(reg_param=0.0, store_covariance=False) 
Test Parameters: 

reg_param = 0,0 til 1,0, with step of 0,25 
store_covariance = [False, True] 

Final Results Applying the Intelligent Techniques in the Complete Database 

All the traditional intelligent techniques mentioned in the previous subsection were applied to arrive at 
the results of the tests of the complete base. Figures 5 to 13 show the main results. 
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Figure 5. Results for the technique in neighbours KNeighbors 

 

 
 

 

Figure 6. Results for the Linear SVM Classifier 
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Figure 7. Results for the RBF SVM classifier 
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Figure 8. Results for the Decision Tree classifier 
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Figure 9. Results for the Random Forest classifier 
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Figure 10. Results for the Neural Net classifier 
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Figure 11. Results for the AdaBoost classifier 
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Figure 12. Results for Naive Bayes classifier  
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Figure 13. Results for the QDA classifier 

 
The analysis begins by checking the support, according to Table 1. 

                                                    Table 1. Attributes of each class 

Types Support 

0 1599 

1 4898 

accuracy 6497 

macro avg 6497 

weighted avg 6497 

 
Analyzing the support values for classes (0 and 1), it is perceived that the number of cases for each class 

is not well distributed; that is, there is an unbalanced database. This indicates that classifiers will be biased 
in their ranking. But the analysis was made in the database, and the k-fold method was used to balance the 
data. 

Table 2 shows the maximum values found for each metric (accuracy, recall, and f1 score), followed by 
the respective values for the other metrics and the changed parameter(s) for the classifier. 

 

                   Table 2. Maximum values for each metric 

 Classifiers Accuracy Recall F1-score 

KNeighbors 0.99 0.99 0.99 

Linear SVM Classifier 0.99 0.99 0.99 

RBF SVM classifier 0.90 0.88 0.89 

Decision Tree 0.98 0.98 0.98 

Random Forest 0.99 0.99 0.99 

Neural Net 1.00 1.00 1.00 

AdaBoost 0.99 0.99 0.99 

Naive Bayes 0.97 0.97 0.97 

QDA 0.98 0.98 0.98 

 
Some considerations: 

1) The precision and recall values for the classes must be greater than or equal to 0.9. 
2) In Table 2, you cannot correlate one row with the other since each row brings maximum values for certain 
metrics. The other metrics will be presented for the relevant lines, if applicable, during the analysis. 
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Based on the assumptions that the values of precision and recall, considered acceptable, for the classes 
are greater than or equal to 0.9, it can be observed that most classifiers presented results higher than 
acceptable ones. 

CONCLUSION 

We also analyzed the combinations of recall and precision, seeking classes with high recall and high 
precision. In this combination, the class is ideally treated by the model or high recall + low precision, in which 
the class is well detected. Still, the model also includes points of other classes in it. 

Initially, the precision and recall values were evaluated to verify that the metric was within the acceptable 
range, and most classifiers were above the so-called acceptable value of 0.9 for recall and accuracy. 

Since most classifiers have reached higher than acceptable values, it can be said that the system 
developed in Python for the evaluation of the database sounds reasonable because, for several classifiers, 
the results approached. 

It is concluded that except for the RBF SVM classifier, all other classifiers are good and with high 
confidence in the results for presenting a high performance. 
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