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ABSTRACT 
The use of computer image analysis can assist the extraction of morphological information from seeds, potentially 
serving as a resource for solving taxonomic problems that require extensive training by specialists whose primary 
method of examination is visual identification. We propose to test the ability of deep learning, SVM and random 
forest algorithms to classify seeds from twelve species of aquatic plants as an alternative to traditional classification 
methods. A total of 150 seeds of the species were collected. The attributes of colour, shape, and texture were analysed 
through the machine learning algorithms of deep learning, random forest, and support vector machine (SVM). 
Computer vision proved to be efficient at classifying species using all three algorithms, with an accuracy rate for 
SVM of 97.91 %, random forest 97.08 % and deep learning 92.5 %. We believe that the method performed well in 
our experiment and improved seed classification accuracy. As a result, the algorithms SVM and random forest were 
found to be enough at aquatic plant seed recognition.
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Seed identification poses a challenge to researchers 
worldwide, for a variety of different reasons. Studies with 
wetland seed banks require accuracy for identifying seeds of 
amphibious and aquatic plants that may be less than 1mm in 
size (Tirintan et al. 2018).  The difficulty of accessing certain 
areas during seasonal floods emphasises the necessity of 

seed banks for the examination of all species present in 
vegetation (Souza et al. 2016). For that purpose, the direct 
seed count assessment method is ideal because it reflects 
the entire plant community (Bonis et al. 1995; Bao et al. 
2021). However, to accurately identify seeds it is necessary 
to know their morphological characteristics.
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Morphological studies with herbaceous seeds from 
wetlands are rare, sometimes restricted to a single genus 
or family (e.g., Groth 1983; Kaul 1978; 1985; Gil & Bove 
2006; Souza & Giulietti 2014) or floristic inventories 
and general catalogues (Tirintan et al. 2018); alongside 
this, specialists are rare. Therefore, the use of computer 
vision technology is an alternative that aims to facilitate 
and accelerate these processes using algorithmic bases 
(Wäldchen & Mäder 2018a). However, to create a software 
capable of providing accurate identification, it is necessary to 
verify the performance of different classification algorithms 
using image databases (Wäldchen & Mäder 2018b).

The algorithm classification allows one to verify which 
has the best performance of classification and, thus, to 
analyse and evaluate the best method for solving problems 
(Bambil et al. 2020). The use of different algorithms is 
necessary for information extraction and seed classification, 
as these algorithms address morphological aspects such as 
shape (Granitto et al. 2005), colour and texture (Granitto et 
al. 2002), as well as size (Granitto et al. 2003), aspects that 
are adequate for the classification of different types of seeds 
(Wäldchen et al. 2018). The most common algorithms of 
this type of extraction are the Naïve Bayes algorithm, the 
neural network classification algorithm, and the boosting 
algorithm in weed seeds (Granitto et al. 2002; 2003; 2005). 
However, the resources extracted by these algorithms can 
miss important information for the identification of noise 
and blockages (Xinshao & Cheng 2015). Thus, deep learning 
has presented the best results for extracting high-level 
information from the image resource in weed seeds (Xinshao 
& Cheng 2015), as well as the SVM and random forest 
algorithms that have only been tested in studies with rice 
seeds (Hong et al. 2015) and also showed positive results in 
studies with pollens (Allen et al. 2008), which make these 
algorithms better alternatives for studies with aquatic 
plant seeds, due to their small size and the high presence 
of detailed structures that mark the tegument. 

Many significant studies have been done on the 
automatic classification of seeds, however, these have 
all been focused on agricultural seeds or grasses used in 
grasslands, for an industrial of economic use (Granitto et 
al. 2002; 2003; 2005; Xinshao & Cheng 2015; Wäldchen et 
al. 2018). Aquatic plants have a major role in maintaining 
plant diversity globally, and the seed bank assessment 
method has been instrumental in capturing and developing 
a database of seed images (Bao et al. 2021). Deepening the 
knowledge in species classification helps not only taxonomic 
and systematic studies but also in studies of the ecological 
and evolutionary processes of different ecosystems. In this 
article, we propose to test deep learning, SVM, and random 
forest algorithms to solve issues in classification regarding 
twelve species of aquatic plants that were acquired in a 
long-term seed bank study.

Seeds were collected from aquatic macrophytes 
occupying a seasonally flooded grassland, Fazenda São Bento 

(19º29’27.3” S; 57º01’55.9” W), in the Abobral sub-region, 
Pantanal, Mato Grosso do Sul (Central-West Brazil) (Bao 
et al. 2014). These fields have an annual summer flooding 
period (between February and May), resulting from rainfall 
and the overflowing of nearby rivers (Silva & Abdon 1998), 
whereby extensive seasonal ponds are formed due to a 
slight unevenness in the topography of the area which 
is characterized by a seed bank rich in native species of 
different growth forms (Bao et al. 2018). 

We chose twelve aquatic macrophytes with high 
abundance in the soil seed bank (Bao et al. 2018): Bacopa 
australis V.C. Souza, B. salzmannii (Benth.) Wettst. ex Edwall, 
B. stricta (Schrad.) Edwall (Plantaginaceae), Eleocharis 
acutangula (Roxb.) Schult. (Cyperaceae), Hydrocleys parviflora 
Seub. (Alismataceae), Helanthium tenellum (Mart. ex Schult. 
& Schult. f.) Britton (Alismataceae), Heteranthera limosa 
(Sw.) Vahl (Pontederiaceae), Limnocharis flava (L.) Buchenau 
(Pontederiaceae), Ludwigia leptocarpa (Nutt.) H. Hara,  
L. octovalvis (Jacq.) P.H. Raven (Onagraceae), Rotala ramosior 
(L.) Koehne (Lythraceae) and Scirpus supinus L. (Cyperaceae).  
H. parviflora, H. limosa and L. flava are strictly aquatic species, 
while the other species can germinate only in moist soil 
and are found among the vegetation during the flood and 
drought seasons (Bao et al. 2014; 2018). All chosen species 
are found in the seed bank throughout the year (Bao et al. 
2014; Souza et al. 2016). The seeds were collected from a 
long-term experiment with seed banks (cf. Bao et al. 2014; 
2018). All seeds were separated from the soil using the direct 
counting method, with the aid of a microscope (Bonis et 
al. 1995). The seeds were collected from ca. 80 matrices, 
where 20 seeds of each species were separated to capture 
images with the aid of a sterile microscope encoded model 
Leica M125. 

The Inovtaxon software was used to extract 226 
attributes (Tab. S1 in supplementary material), which 
were divided by colour, shape, and texture. The RBG colour 
model was used to identify red, green, and blue colours, 
and HSV to distinguish blue, red, yellow, green and purple. 
The saturation was classified by patterns: a) the highest 
saturation was the most vivid colour and b) the lowest 
saturation was the lightest colour (e.g., Amma et al. 2013; 
Danelljan et al. 2014), while CIELab patterns indicated 
luminosity and chromatic coordinates between red and 
green, and yellow and blue (Kruse et al. 2014). To extract 
shape features, 7 Hu moments were used to identify the 
invariant region in scale, translation, and rotation (Jia et 
al. 2014). In addition, the orientation was assessed using 
a gradient histogram that looks for colour variations and 
identifies the object by examining shape segmentation (Xiao 
et al. 2010). The extracted texture attributes were analysed 
with “co-occurrence matrix”, with the aim of evaluating the 
co-occurrence values based on a grayscale in the entire image 
(Harralick 1979; Jafarpour 2012). Thus, the binary local 
pattern was used in pixel intensity comparisons between 
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grayscale neighbours, filtering the edges into a uniform 
pattern (Zhou et al. 2012). 

The deep learning algorithm is then executed from a 
convolutional instance with spatial interpretation of various 
attributes. To use this model several GPUs are necessary 
(however if there is one GPU or no GPU infrastructure 
available this can be ignored) (Lang et al. 2019). Random 
forest divides class data into sets of trees that form forests 
from which the classification is made, working efficiently 
with large data sets (Rajagopal et al. 2013). The SVM 
algorithm classifies using machine learning techniques, 
plotting a hyperplane dividing the classes, and the data of 
these classes that are closest to the margin of the hyperplane 
are the support vectors (He et al. 2016; Kremic & Subasi 
2016). For further information, features extracted are 
available (see Video S1 in supplementary material) and 
a user guide that explains step-by-step how to use the 
software (Inovtaxon) is also provided. This guide helps 
the implementation and execution of the software. The 
Inovtaxon tool and user guide are available for download 
and are open source (https://github.com/DeborahBambil/
Inovtaxon). 

The percentage of correct classification (PCC) was used 
to analyse the results (e.g., Bambil et al. 2020). The results 
of the general percentage of the algorithm’s classification 
of all trained classes and ROC area are characterized by 
the weighted average of precision and recall (Amarnath et 
al. 2018). The analysis of variance (One-Way ANOVA) was 
done to compare the ROC area between SVM, random-forest 
and deep learning followed by a Tukey post hoc test (HSD 
= 0.05) using the packages vegan (Oksanen et al. 2017), 
permute (Simpson 2016) and lattice (Deepayan 2008) in the 
software R (R Development Core Team 2020). To analyse the 
individual performance of each seed species the confusion 
matrix was used, which allows us to see the number of 
samples classified of each species (cf. Arafat et al. 2016).

The percentage of correct classification was 97.91 to 
SVM, 97.08 to random forest, and 92.5 to deep learning. 
The average of the ROC curve was 0.996 to deep learning, 
1,000 for random forest, and 0.998 to SVM (Fig. 1). The 
classification algorithms showed differences between 
random forest and deep learning (ANOVA: F1.05=4.045, 
P<0.05, Fig. 1). However, SVM did not show differences 
with deep learning (ANOVA: F1.05=3.145, P=0.262, Fig.1) 
and random forest (ANOVA: F1.05=4.241, P=0.178, Fig.1).

In the heatmap of the confusion matrix, it was possible 
to analyse the classification of the samples individually and 
verify the performance of the algorithm for each species 
(class). It is possible to see, in the individual performance, 
the discrepancy between the results of SVM and deep 
learning. The correct classification scale of the SVM stands 
out between 19 and 20 samples, from a total of 20, meaning 
that 100 % of the samples were correctly classified. The SVM 
achieved total success with 6 species (classes): B. salzmannii 

(b), E. acuntangula (d), H. parviflora (e), L. leptocarpa (i),  
L. octovalvis (j), R. romosior (k) (Fig. 2A). The deep learning 
matrix also had a higher margin of error compared to SVM, 
as the number of samples which were classified correctly 
range from 15 to 20; the network could only get 100 % (20) 
of the samples correctly in L. octovalvis (j) (Fig. 2B). Finally, 
for random forest the species H. parviflora (e) and L. flava 
(h) showed the same classification error (Fig.2C).

Figure 1. Analysis of variance (ANOVA) of the general percentage 
of the ROC area from twelve macrophyte aquatic seeds between 
Deep learning, Random Forest and SVM algorithms.

The analysis of colour, shape, and texture in the 
classification of seeds generated excellent results for 
our study, as well as in other studies that described the 
same efficiency of SVM, random forest and deep learning 
algorithms using the features of colour, shape, and texture 
(Patil & Kumar 2017). We used a method that has been 
successful in classifying biological data, performed to classify 
leaves and pollens. In this experiment, the deep learning 
network obtained a result very close to SVM, in which both 
performed better (Bambil et al. 2020). Comparing different 
classification techniques makes it possible to reduce the 
issues surrounding algorithm choice in the classification 
of features (Wen et al. 2015). 

The best results with random forest emphasize that 
this is a promising set learning algorithm which has been 
increasingly used for image classification (Shi & Yang 2016). 
The random forest deals with many input variables and 
selects those considered significant and assigns importance 
to each, thus better balancing the errors in the data (Wen 
et al. 2015). The same can be said for SVM, which obtained 
excellent results in seed segmentation as it is trained in 
the initial super pixels of an input image (Park et al. 2016). 
This demonstrates the ability of SVM to classify complex 
elements, dealing mainly with morphological variables 
(Kremic & Subasi 2016). Despite deep learning being the 
most popular method contemporaneously we found better 
results with SVM, and random forest, unlike studies with 
the use of the deep learning network in recent times, such as 
the record obtained in the correct classification of FaceNet, 
which is used for accurate facial recognition (Schroff et al. 
2015).
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In this article we presented the results of three algorithms 
that were used to classify aquatic plant seeds. We built linear 
classifiers of many classes between seeds of aquatic plants by 
extracting 226 features. We argue that this method performed 
well in our experiment and improved the accuracy rate of 
seed classification. At the same time, we found that the SVM 
and random forest algorithms are significantly robust in 
their use for aquatic plant seeds recognition. Our algorithms 
maintained a high recognition rate even with deformation of 
seed images, such as translation and rotation. Likewise, there 
was a high rate of precision in terms of shape, texture and 
color. However, we see that the application of deep learning 
in the classification of aquatic plant seeds is not satisfactory 
and, therefore, a new approach is needed to improve the 
classification.

The use of machines could be an exceptional tool to 
assist researchers, considering the accuracy of computers 
in completing complex tasks such as plant identification, 
however it is not sufficient to replace the work of human 
botanists, rather to help save time and resources. These 
results pave the way for taxonomy and conservation work 
via evaluation of seed banks in wetlands that present high 

diversity. The analysis of these results will take us to the 
second phase of seed classification with a larger database 
of seeds images that are already catalogued and will be used 
in any future software development which aims to identify 
native and exotic seeds from wetlands. 
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